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PART A

~Improvement begins with I. “
Arnold H. Glasow

~Heavy investments in information technology have delivered disappointing results -
largely because companies tend to use technology to mechanize old ways of doing

business. They leave the existing processes intact and use computers simply to speed

them up. “

Michael Hammer (1990)



2 Exposition

1 Exposition

1.1 Motivation and Goals

»We see more and more claims emerging in the literature which stress the
importance of extending BPM with more innovation-oriented concepts. A key idea
of explorative BPM is to ensure that organizations systematically integrate
emerging opportunities, such as those brought about by digital technologies or

changing customer needs, in order to offer new value propositions.*
Grisold et al. (2021a)

»In the context of BPM, digital technologies can help make processes more
responsive and potentially more predictive regarding changing external
conditions. Therefore, BPM research should build on existing initiatives

regarding the exploration of the opportunities offered by digital technologies.*
Roglinger et al. (2022)

The digital transformation places new demands on the business process management
(BPM) of established structures (Beverungen et al. 2021; Reijers 2021; vom Brocke and
Schmiedel 2015). In addition to the classic expectation of maintaining and optimising the
existing process landscape, they are expected to simultaneously test new technologies and
drive the development of innovative solutions (Beverungen et al. 2021; Dumas et al.
2018; van Looy 2021). Rising costs, pressure to save money, rapid changes in technology,
and higher user demands are pushing companies to recognize, implement, and take
advantage of the new optimisation approaches (Beverungen et al. 2021; Rosemann and
vom Brocke 2015). To this end, BPM consistently seeks, selects, and implements the new
technologies and methods that are most likely to add value to the business (Beverungen
et al. 2021; Rosemann and vom Brocke 2015).

The technologies frequently discussed in the current academic discourse on BPM are
Robotic Process Automation (RPA) for process automation and Process Mining (PM) for
process discovery, conformance testing, and improvement. RPA includes the
development and use of software robots to automate rule-based and repetitive tasks
performed by humans within workflows and process-related applications and operations
(Dumas et al. 2018; Grisold et al. 2020a; Mendling et al. 2020). PM refers to a method of
reconstructing and evaluating business processes using existing data. PM uses existing
data from operational information technology (IT) systems to reconstruct and analyse

business processes (Grisold et al. 2020a; Reijers 2021; vom Brocke and Schmiedel 2015).
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This method focuses on implicit process knowledge present in the data to define,
assemble, and visualize process steps. These both technologies are also referred to as

digital process innovations (Wiesbock and Hess 2020).

While traditional BPM is mostly dominated and driven by legacy IT systems, a wave of
innovation in operational process execution is simultaneously beginning through
technologies such as RPA and PM (Grisold et al. 2021b; Mendling et al. 2018). These
technologies make process optimisation tools directly accessible to end users and are
quite versatile overall; some of them support automation of work processes, others
provide new opportunities for process insights and analysis, but overall, they are not part
of the previous IT architecture around BPM (Dumas et al. 2018; Mendling et al. 2020).

The basic scientific consensus is that there is a general dynamic of technological
advancement in the way business processes are defined and lived - a new digital
technology penetration that will open new perspectives for both - process owners and
process executors (vom Brocke and Schmiedel 2015). As the importance of these new
technologies increases, so does the need to be able to deploy them practically in a more
targeted way (Grisold et al. 2021b; Reijers 2021). The literature suggests that it is critical
to the profitable deployment of these technologies that such IT-enabled innovations are
increasingly implemented by non-IT specialists with end-user-centric approaches and
easy-to-use IT (Dumas et al. 2018; Martin et al. 2021; Reijers 2021; vom Brocke et al.
2021). To make the motivation and objective of this work comprehensible, it draws on
the established literature on the benefits of using digital technologies in the context of

BPM, especially in the context of process optimisation.

In this context, the literature assumes that BPM restructures processes and pursues the
inherent goal of optimising the entire corporate structure (Dumas et al. 2018; Rosemann
and vom Brocke 2015). Under certain circumstances, RPA and PM can extend the
conventional solution approach and the process models of BPM (Mendling et al. 2018).
It turns out that BPM, at its core, forms a blueprint in which all processes are optimally
integrated, improving the company's output through a new optimised value chain (Grisold
et al. 2021b; Mendling et al. 2018; vom Brocke and Schmiedel 2015). As a building block
of this optimised chain, both PM and RPA should be incorporated - PM being used to
systematically analyse and evaluate business process data and RPA automating individual
tasks (Grisold et al. 2020; Leno et al. 2020). Figure 1-1 schematically shows the
interaction of these two technologies within and with BPM and how they complement
each other in a common workflow. Both PM and RPA are understood in the literature as

a component of BPM to be integrated in the future and therefore understood in
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combination as a tool that would have to be used to implement BPM (Dumas et al. 2018;
Reijers 2021).

Process Mining

* Result logs
¢ Protocol files
* Database entries

are the basis for « Identification

* Conformity testing

s
S - <
2 Process deviations =
2 +  Problems/- S
@ L4 roblems <
OQ\‘«\ Disruptions
e Automation
* End-to-end automatise potential
processes .
Human/machine
¢ Workflow control .
transfer interfaces
BPM RPA

Figure 1-1: The interaction of BPM, RPA, and PM according to Hierzer (2017)

A central argument of this work is that these digital process innovations (RPA and PM)
studied have an immediate, identifiable, measurable, and traceable impact on process
optimisation and process performance (Dumas et al. 2018; Grisold et al. 2021b; Mendling
et al. 2018). This is in line with the literature in this research area but does not yet consider
the possible design implications for optimal integration into BPM (Grisold et al. 2021b;
Mendling et al. 2020; vom Brocke et al. 2021). Therefore, the ability of the approaches
of RPA and PM to integrate within traditional BPM and the resulting potential
optimisation approaches for BPM are currently considered an intrinsic research gap
(Grisold et al. 2021b; Roglinger et al. 2022; Syed et al. 2020; van der Aalst et al. 2003).

Following on from this, however, it is first necessary to empirically record the actual
possibilities for improving process performance to determine the actual impact and
potential of these technologies, also about the lack of a design perspective (Grisold et al.
2021b; Plattfaut and Borghoff 2022; Recker 2021; vom Brocke et al. 2021). Therefore,
this dissertation pursues several empirical qualitative and quantitative approaches - both

behavioural and design-oriented - to answer this current research gap.
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»The authors are convinced, however, that without a thorough and complete
understanding of a research domain, a researcher may ask the wrong questions or
formulate a meaningless hypothesis. No matter what research methods are applied,
incorrect or irrelevant questions can only lead researchers to inappropriate

conclusions.
Nunamaker et al. (1990).

~Perhaps ‘grand’ theory requires multiple studies - an accumulation of both theory-

building and theory-testing empirical studies.*
Eisenhardt (1989)

To this end, the dissertation first formulates hypotheses that are as reliable as possible
according to the principles of Nunamaker et al. (1990), but also considering the
definitions of Kaplan and Maxwell (2005) and Eisenhardt (1989). These state that
evidence-based, valid, and validated knowledge must first be obtained and substantiated
to form useful, rigorous hypotheses with greater explanatory power. This helps the
dissertation to subsequently conduct practical hypothesis tests and generate results on the

optimisation, performance, integration, and value of RPA and PM in the BPM context.

1.2 Problem Statement, Theoretical Reference, and Research Questions

The way information systems (IS) are changing businesses, and BPM in particular, is
fundamental. The impact of IS on BPM and related functions has led to a huge degree of
digitalisation over the last decade, meaning that many processes that were analogue ten
years ago are now fully digital (Dumas et al. 2018; Reijers 2021). This increase in
technologization, especially through information-based processes, leads to a high demand
for continuous improvement of business processes through rationalisation and

optimisation of resources (Dumas et al. 2018; Mendling et al. 2018).

However, while BPM has traditionally focused on standardisation, automation, and
continuous process improvement, modern organisations also demand flexibility, agility,
and above all the technology-driven and technology-based innovations in process design
and implementation (Dumas et al. 2018). Rosemann (2014) has described this change in
BPM by calling the combination of the traditional focus (as exploitative BPM) and the
focus on process innovation (as explorative BPM) ,organisational ambidextry.
Confirming this, Recker (2015) calls this the shift of BPM from an ,,automation logic* to

an ,,innovation logic*.
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This thesis takes this as its starting point and traces the seven central paradoxes
formulated by Beverungen et al. (2021) in his widely acclaimed research note on future
research in this field, especially paradox 1 ,,We need to develop new technologies and
organizational ideas to achieve both of these conflicting objectives at the same time. An
important aspect can be to re-define traditional roles of process managers and process
participants* and paradox 2 ,,Companies are, therefore, challenged to manage some parts
of a process for efficiency, while other parts of a process must be managed for business
value. The BPM discipline must develop theories and artifacts that allow managers to
reconcile both objectives, based on applying methods on a higher level of abstraction*
are significant for the understanding, derivation and design of the problem and research
objectives of this thesis. Against this background, Plattfaut and Borghoff outline the
necessary research agenda for RPA in their 2022 paper. This thesis and the contributions
therein address or at least pick up on eleven of the fifteen research gaps mentioned there.
In particular, the aggregated research gap that states that ,,[...] it is necessary for future
research to further investigate designing and understanding robot-human collaboration*

is an important reference point for the research efforts presented here.

This thesis therefore takes the implications for future research in this area as an
opportunity to review the results from Table 1-1 and Table 1-2 and to formulate an
associated research need into a research objective. Table 1-2 shows the differences
between BPM, RPA and PM. It is apparent that the specific prescriptive design
knowledge of the two technologies in interaction with BPM has received little attention
in the IS research community. Although a variety of research needs in this area have been
addressed and identified, there is no clear and concrete research on how RPA and PM

should be designed to best integrate and add value to different process optimisation

approaches and BPM.
Table 1-1: Overview of the differences between BPM, RPA, and PM according to Santos et al.
(2020)
Domain BPM RPA/PM
Application Creation of a new application | Use of existing applications
(Mendling et al. 2018; Syed | (Aguirre and Rodriguez

et al. 2020)

2017; Syed et al. 2020; vom
Brocke et al. 2021)

Business goal

Process re-engineering
(Dumas et al. 2018; Lacity
and Willcocks 2016; van der
Aalst et al. 2016)

Automation of existing
processes (Aguirre and
Rodriguez 2017; Grisold et
al. 2020a; Martin et al. 2021;
Willcocks et al. 2017)

Development responsibility

Development by
programmers (Asatiani et al.
2020; Rosemann 2014)

Development by the business
unit (Syed et al. 2020; van
der Aalst 2012; vom Brocke
et al. 2021; Willcocks et al.
2015)
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Development times

Long development times
(Asatiani et al. 2020; van den
Bergh 2014)

Fast development times no
complex integration required
(Martin et al. 2021; Syed et
al. 2020; Willcocks et al.
2015)

Integration method

Interacts with business logic
and data acces layers
(Grisold et al. 2021b; Syed et
al. 2020)

Interacts with systems
through the presentation
layer (Martin et al. 2021;
Syed et al. 2020; Willcocks
et al. 2017)

Process suitability

Best suited for process
requiring IT expertise on
high-valued IT investments
(Trkman 2010; vom Brocke
and Schmiedel 2015)

Suitable for processes that
require business and process
expertise (Aguirre and
Rodriguez 2017; vom Brocke
et al. 2021)

Programming requirements

Requires programming skills
(Asatiani et al. 2020; Miiller

Does not require
programming skills (Aguirre

et al. 2016; Trkman 2010;
van der Aalst et al. 2003)

and Rodriguez 2017;
Willcocks et al. 2015)

Therefore, the goal is to broaden the understanding of the impact of digital process
technologies on BPM and their implications, as well as the related design knowledge. To
this end, this thesis will further explore the influences of RPA and PM on process
performance as well as the prescriptive knowledge for the design of the technologies used
in the context of BPM. Different theoretical approaches provide the theoretical basis for
investigating the prescriptive design knowledge of RPA and PM on e.g. process
performance (Dumas et al. 2018; Grisold et al. 2021b; van Looy 2021; van Looy and
Shafagatova 2016). This thesis presented here considers different domains (e.g., public
sector, manufacturing, healthcare), actor groups (e.g., IT professionals, users, vendors),
work practices, specific application systems (e.g., UiPath, DISCO, ProM) and various
forms of documentation and distribution of knowledge about the development and use of

these technologies.

»That is, researchers use multiple sources of evidence to build construct
measures, which define the construct and distinguish it from other constructs. In

effect, the researcher is attempting to establish construct validity. *
Eisenhardt (1989)

According to Recker (2021), who in turn refers to Eisenhardt (1989), the diversity of areas
and perspectives of inquiry allows for a deeper understanding of a particular phenomenon,
as one can look beneath the surface of a situation and provide a rich context for

understanding the phenomena under investigation.
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As mentioned above, current academic discourse shows that BPM and RPA as well as
PM as technologies are not mutually exclusive but are often used simultaneously to
combine the advantages of each method (Grisold et al. 2020; Leno et al. 2020; Mendling
et al. 2018; Plattfaut 2019; Plattfaut and Borghoff 2022). The literature therefore often
calls for examining the use of RPA and PM as supporters, promoters, and drivers of BPM
success (Flechsig et al. 2019; Grisold et al. 2021b; Plattfaut and Borghoff 2022; Reijers
2021). Thereby, the question for this work is, how BPM can be optimised with and
through RPA and PM, and how these technologies can be integrated into BPM to achieve
a higher level of process optimisation. To this end, this thesis follows the common
research opinion and defines RPA and PM as a method and BPM as a concept (Dumas et
al. 2018; vom Brocke and Schmiedel 2015; Willcocks et al. 2017). In the field of RPA
and PM and their impact on process performance, numerous studies and scientific works
have been conducted in recent years. This has resulted in numerous scientific mapping
studies and reviews to date, excerpts of which are presented in Table 1-2. These topics
form the basis and frame of reference for the research objectives and the resulting research

questions of this thesis.

Table 1-2: Excerpt on the relevant literature

e
=
g | 3
g | .=
. 5| £
5 5 | x| 8|2|S
gl 2 E || 8| 8| g
2| E|% |B|&|%| %
— o =
5 = | 8|3y <3| e|A
|38 |85 %% 8|7
| 5 &~ o Bl = < < &
2 e |8 e B85
< E|E|ES S| 8|8 |&
Topic Article Core Findings
RPA Engel et al. (2022) X X
PM Graafmans et al. (2021) X X X
RPA/PM | Leno et al. (2020) X X X
RPA Hofmann et al. (2020) X X X X X
RPA Syed et al. (2020) X | x X X X X X
RPA/PM | Geyer-Klingeberg et al. (2018) X | X X X
RPA Mendling et al. (2018d) X X X X X

They all examined the impact of the technologies on process performance but contained
gaps in the design optimisation of the technology itself and the associated BPM. Thus,
this work contributes to theory and research in this area by adding new insights and
perspectives to the above studies. It should be emphasized that RPA and PM are each a

relatively new construct and the impact on the process and BPM performance, as well as
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the supporting knowledge for them, has not yet been explored (Mendling et al. 2018;
Reijers 2021; van Looy 2021). However, there is also still limited understanding of how
these technologies create measurable value for processes and overall BPM. The questions
derived from the previous research can be summarised as follows: Understanding the
benefits that RPA and PM solutions can have for organisations in terms of optimisation

potential for processes and BPM, and the resulting design knowledge.

,Here, we argue, is an opportunity for IS research to make significant
contributions by engaging the complementary research cycle between design-
science and behavioral-science to address fundamental problems faced in the

productive application of information technology. Technology and behavior are

not dichotomous in an information system.*
Hevner et al. (2004)

»Although many IS design theory components have been addressed, others might
be improved or strengthened by behavioural science elements, particularly to
formulate and evaluate the theoretical insights derived from IT artefact

development and use.
Beck et al. (2013)

This thesis follows Hevner et al. (2004), Gregor and Hevner (2013), and Beck et al. (2013)
in their view that a multi-perspective approach of behavioural and design-oriented
research seems appropriate to derive technology impacts as well as evidence for
technology design. Following the summary of the academic discourse given here, the
main objective of this thesis can be summarised as the overarching primary research
object (RO).

RO: Generate prescriptive knowledge for the design of Robotic Process Automation and

Process Mining for improving process management

This research objective is divided into six research questions (RQ), which are organised
into two overarching domains. The first area addresses hypothesis formation (HF) and
the second area addresses hypothesis testing (HT) in the field. Table 1-3 below
summarizes the six research questions and indicates which research method was used to
answer each question. The columns Primary data and Quantity indicate which types of
data were mainly used to answer the RQ and in what quantity or duration they were
collected. In the contributions on which this thesis is based, over 135 hours of interviews

were conducted and over 128,000 textual data were collected and analysed. In addition,
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this Table assigns each research question to the HF (hypothesis formation) and HT

(hypothesis testing) domain of this thesis to provide an overview.

Table 1-3: Overview of the research questions

# RQ Method Primary data Quantity Area

RQ1 | What are the drivers and Grounded Interviews ~ 16 h. HF
barriers for the adoption of Theory
RPA and PM?

RQ2 | What are the main positive Sentiment | Newspaper ~ 95,000 HF
and negative topics in the life | Analysis articles
cycle of RPA technology?

RQ3 | What conclusions can be Text Job ~ 33,000 HF
drawn from job Mining advertisements

advertisements regarding the
dissemination, use and
implementation of RPA and
PM?

RQ4 | What are the drivers, barriers | Case Study | Interviews ~91 h. HT
and impacts when using RPA | Research
and PM in practice and what
optimisation opportunities
can be derived from this?

RQS5 | How can process Design Interviews ~ 18 h. HT
management be optimised Science
through RPA and PM? Research

RQ6 | How can - firstly - process Action Interviews ~ 10 h. HT
management and - secondly - | Research
processes be optimised
through RPA and PM?

The aforementioned research questions will be explained in detail in the following

section.

RQ1: Grounded Theory: What are the drivers and barriers for the adoption of RPA and
PM?

The origin of RQ1 lies in the fact that scientific studies were mainly conducted with
conventional companies. These studies then showed how innovative process technologies

can be implemented in a practicable way.

With this research question, this thesis aims to create a detailed and theory-building
understanding of the drivers and barriers to the adoption of innovative process
technologies - RPA and PM - in an industry-specific scenario. In addition to the general
drivers and barriers, particular attention will be paid to the impact of innovative process
technologies on the modernisation of existing processes, with a focus on the impact on

process performance and adaptability.
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RQ?2 sentiment analysis: What are the main positive and negative topics in the life cycle
of RPA technology?

For new technologies and technology introductions, hype cycle concepts are typically
used to illustrate what phases of public attention a new technology goes through during
its introduction and how this relates to its technology lifecycle. RQ2 contextualizes this
fact. In this work, RQ2 is used to capture the current phase of RPA technology and the
impact on RPA, its past, and future application. To this end, a quantitative analysis is used
to determine how the flow of news about RPA has changed between the years 2015 and
2020. In addition, a sentiment analysis based on the automated evaluation will be used to
determine which more positive or more negative themes have emerged in the adoption
and application of RPA from 2015 to 2020.

RQ3 text mining: What conclusions can be drawn from job advertisements regarding

the dissemination, use, and implementation of RPA and PM?

In RQ3, the thesis deepens the results of RQ1 and RQ2 through additional quantitative
surveys. Job advertisements are examined regarding their formulated requirements for
digitisation efforts, goals, and focal points in various work areas. The employee
qualifications and competencies needed in the future and present, as well as the urgent
employer requirements in the BPM digitisation environment, are identified. This is
followed by the synthesis of RQ1-3, from which the hypotheses are formed. These
hypotheses will be completed by the conclusion of RQ3. In RQ4 they are explicitly tested
in the field, practice-oriented as well as end-user-centred. The generated hypothesis will

be shown in the results section of this thesis.

RQ4 Case Study Research: What are the drivers, barriers, and impacts when using RPA

and PM in practice, and what optimisation opportunities can be derived from this?

Within RQ4, various application areas (e.g., public sector, manufacturing, healthcare,
retail) are examined as case studies. The focus is on the measurable impact of the
realisation, development, and deployment of RPA and PM on processes and BPM. The
findings from RQ4 serve to highlight initial fundamental differences between formed

hypotheses and real requirements to enable a deeper understanding of these.

RQS5 Design Science Research: How can process management be optimised through
RPA and PM?

In RQ35, the findings from RQ4 are taken up. For this purpose, targeted design science

investigations are carried out to optimise the application and design of RPA and PM for
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BPM. In particular, the integration capability issues, and the resulting design approaches

and artifacts will be elaborated with this research question.

RQ6 Action Research: How can - firstly - process management and - secondly -

processes be optimised through RPA and PM?

The last research question, RQ6, summarises the findings of RQ4-5 and relates them to
action research. For this purpose, solutions were designed with practice, prototypes were
implemented and used against the background of the findings of the previously
formulated hypotheses. This should lead to a deeper understanding of the formulated

research objective.

1.3 Thesis Structure and Publications

Due to its cumulative nature, this thesis is naturally divided into two parts - Part A and
Part B, as shown in Figure 1-2, which is separated into these two parts. The numbers on
the top of Figure 1-2 lead to the chapters of this thesis.

Part A
1 2 3 4 - 5
.. Research Research Main . Part B
Exposition Conclusion
Background Strategy Results
N AR T \ HypOthCSiS ‘: L]
= RO Grounded [~ Formation: [~
5 Theory L Grounded .
E Theory E
*g Hypothesis :
Sentiment [ | Formation:
= RQ2 Analysi Sentiment
= nalysis | ;
R Analysis !
2 1
w S —  Hypothesis !
NS RQ3 Text Mining | | Formation: Text
E T Mining i
§ bbbty itk it - Figure 1-3
5 :
O —  Hypothesis !
12}
CE= RQ4 Case Study Testing: Case
S Research :
= Study Research | |
ol |
&E Design || T l‘i?'po'ﬂll)“i? '
& RQ5 Science s lsni?‘ esien
% | cience ;
a Research Research :
= |
§: Action | Hypothesis i
77! RQ6 Testing: Action
L N —

Figure 1-2: Structure of Part A of the thesis

In the following, the structure of this thesis as well as the main contents of each chapter
of this thesis will be explained. Part A organises and summarizes the research findings,
which are presented in Part B, providing a framework structure. This thesis starts with
Part A, which consists of the first five chapters (Chapter 1-5), and follows with Part B
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which consists of the 15 research articles that respond to the research questions
formulated in Part A. In the following both Parts - Part A and Part B - will be structured

in detail with their corresponding chapters and sections.

Part A

Part A of this thesis starts with the first chapter (Chapter 1), which describes the initial
situation and motivates the topic of optimisation potentials and design knowledge of BPM
with RPA and PM by pointing out the problem and research gap. Subsequently, the
objective of the thesis is summarized and the research questions that are to be answered
within the scope of the thesis are presented. Finally, the structure of this thesis is explained

and the thematical focus is placed in the overall context.

In Chapter 2, the theoretical foundations of BPM (Section 2.1) are presented. To this end,
the term BPM is first defined. Section 2.1 also elaborates and presents the following
thematic focuses: Selected relevant phase models of process management (Section 2.1.1);
the definition of process performance management (Section 2.1.2), the connection of IS
and technology with actual BPM (Section 2.1.3).

Section 2.2 provides an overview of process optimisation. For this purpose, relevant
existing optimisation concepts (Section 2.2.1), as well as the objective function of
optimisation based on process metrics, are presented in more detail (Section 2.2.2). In
addition, the essential technologies of RPA (Section 2.3) and PM (Section 2.4) are

discussed against the theoretical background of scientific and practice-oriented research.

Section 3 describes the research design by first distinguishing and elaborating on design-
oriented business informatics from behaviourist business informatics, and then dividing
the structure of the thesis into the individual research methods for the formulated research
questions. This is followed by the analysis of the guiding and main research methods of
this thesis in section 3.2 which is divided into the hypothesis formation (HF) and
hypothesis testing (HT) part. HF includes the research methods grounded theory (Section
3.2.1), sentiment analysis (Section 3.2.2) and text mining (Section 3.2.3). The HT part
follows in the form of the research methods case study research (Section 3.2.4), design

science research (Section 3.2.5), and action research (Section 3.2.6).

Chapter 4 concludes the main findings and results of the previous work. To this end,
following the research questions and the outline of Chapter 3, Section 4.1 to Section 4.3
first show the hypothesis formation (HF). Section 4.5 to Section 4.7 further show the
hypothesis testing (HT) and are derived accordingly from the results presented. To this
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end, the respective sections derive the conclusions from the individual research
contributions. Based on this, an overarching synopsis of the results is presented in a

classifying manner in Section 4.7.

The Part A of the thesis ends with Chapter 5, which presents the implications for theory
and practice and assigns the results to the respective research questions and identified
fields of action (Section 5.1). This is followed by a presentation and justification of the
research limitations of this work (Section 5.2). The outlook in Section 5.3 identifies

further research needs.
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Part B

As mentioned earlier, Part B contains the 15 publications (P1-15, shown in Table 1-3) on
which the cumulative dissertation is based on. The publications (P1-15) are not presented
in chronological order of appearance, but rather according to their respective contribution
to the content framework of the underlying research questions and the resulting research
framework, as shown in the order framework in Figure 1-3.

Phases of the Research Process:

I:I Hypothesis Formation

I:I Hypothesis Testing

RQ1
Grounded Theory:
‘What are the drivers and
barriers for the adoption of
RPA and PM?

RQ2
Sentiment Analysis:
What are the main positive
and negative topics in the life
cycle of RPA technology?

RQ3
Text Mining:

What conclusions can be
drawn from job
advertisements regarding
the dissemination, use and
implementation of RPA

\ Hypotheses

/ Hypotheses Tested /

RQ 6

Action Research:
How can - firstly - process
management and - secondly -
processes be optimised throug
RPA and PM?

RQ 5

Design Science Research:
How can process

management be optimised

through RPA and PM?

RQ 4

Case Study Research:
What are the drivers, barriers

and impacts when using
RPA and PM in practice and

what optimisation
opportunities can be derived
from this?

Figure 1-3: Framework of Part B of the thesis

The articles were published on the one hand in relevant academics (peer-reviewed)
journals, such as Journal of Business Research (JBR), Computers and Industrial
Engineering (CAIE), and Journal of Organizational Computing and Electronic Commerce
(JOCEC). On the other hand, these publications were published in the proceedings of
scientific conferences, such as the proceedings of the European Conference on
Information Systems (ECIS) and the Hawaii International Conference on System
Sciences (HICSS). The scientific publications used in this thesis were written and
published between 2019 and 2022.
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Table 1-4 gives an overview of the 15 publications (P#) relevant to this thesis. The table
shows the publications sorted according to the coverage of the particular research
questions (RQ). The content of the table consists of the citation (title) (including co-
authors), the classification of each publication according to the JOURQUAL3 (JQ)
ranking of the Verband der Hochschullehrer fiir Betriebswirtschaft e.V. and the type of
publication (type). In addition, the status of the publication is indicated in relation to
contributions already published or still in the review process (status). Publications 11 and
13 were written in German for the journal HMD Praxis der Wirtschaftsinformatik, all
other publications were written in English. Broken down by the respective JQ ranking,
four of the accepted publications are rated ,,B*, three are rated ,,C*, two are rated ,,D* and
five are not ranked (n.R.). One publication is still in the review process at the time of
dissertation completion and are declared as ,,fo be defined” (TBD). For the present
compilation of the complete work, all publications were converted into the same format.
The existing original format of the tables and figures in the publications has been slightly
modified to allow integration into the overall text. The included references to tables,
figures, and chapter numbers have been modified to reflect the existing outline of this
thesis. All citations in Part A and Part B of the thesis have been standardized to conform
to the citation style of the MIS Quarterly Referencing Guide in Version 2021.

Table 1-4: Overview of the scientific publications of this thesis

P# | RQ Titel JQ Type Status
Plattfaut, R.; Koch, J. (2021): Preserving the
legacy - Why do professional soccer clubs
(not) adopt innovative process technologies?
A grounded theory study. In: Journal of
Business Research 136, S. 237-250. DOI:
10.1016/j.jbusres.2021.07.024.

Koch, J.; Vollenberg, C.; Plattfaut, R.;
Coners, A. (2022): The Fear of Losing
Control - What Prevents the Automation of Conference .
2 RQ1 Buisness Processes in Sensitive Areas. In: c Proceedings Published
Proceedings of the 55" Hawaii International
Conference on System Sciences.

Kregel, I.; Koch, J.; Plattfaut, R. (2021):
Beyond the Hype: Robotic Process
Automation's Public Perception Over Time.
In: Journal of Organizational Computing
and Electronic Commerce 31 (2), S. 130-
150. DOI: 10.1080/10919392.2021.1911586.
Koch, J.; Plattfaut, R.; Kregel, I. (2021):
Looking for Talent in Times of Crisis - The
Impact of the Covid-19 Pandemic on Public
4 RQ 3 | Sector Job Openings. In: International n.R. | Journal Published
Journal of Information Management Data
Insights 1 (2), S. 100014. DOL:
10.1016/].jjimei.2021.100014.

1 RQ 1 B Journal Published

3 RQ 2 C Journal Published
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RQ3

Kregel, I.; Koch, J.; Coners, A. (2019):
Digitalisation in the Public Sector: A Job
Mining Perspective. In: Proceedings of the
26™ Annual European Operations
Management Association Conference.

n.R.

Conference
Proceedings

Published

RQ 4

Plattfaut, R.; Borghoff, V.; Godefroid, M.;
Koch, J.; Trampler, M.; Coners, A. (2022):
Critical Success Factors for Robotic Process
Automation - Analyzing Multiple Case
Studies. In: Computers in Industry.

Journal

Accepted
with
minor
revision

RQ 4

Koch, J.; Vollenberg, C.; Matthies B.;
Coners, A. (2022): Robotic Process
Flexibilization in the Term of Crisis: A Case
Study of Robotic Process Automation in a
Public Health Department. In: Proceedings
of the 30™ European Conference on
Information Systems.

Conference
Proceedings

Accepted
with
minor
revision

RQ 4

Koch, Ja.; Koch, Ju.; Vollenberg, C.; Bade
F. M.; Coners, A. (2022): The Dark Side of
Process Mining. How Identifiable Are Users
Despite Technologically Anonymized Data?
A Case Study from the Health Sector. In:
20™ International Conference on Business
Process Management.

TBD

Conference
Proceedings

Under
Review

RQ 4

Koch, J.; Koch, L.; Vollenberg, C.; Plattfaut,
R; Coners, A., (2021): ‘From Nurse to
Nerd!” How to Accelerate eHealth Using
No-Code Approaches, In: Proceedings of the
28™ Annual European Operations
Management Association Conference.

n.R.

Conference
Proceedings

Published

10

RQ 4

Koch, J.; Trampler, M.; Kregel, 1.; Coners,
A. (2020): ‘Mirror, Mirror, on the Wall’:
Robotic Process Automation Using a Digital
Twin. In: Proceedings of the 28" European
Conference on Information Systems.

Conference
Proceedings

Published

11

RQ 4

Koch, J. (2020): Click Here, Click There!
Analysis of the Differences in Process
Remodeling Using Robotic Process
Automation: A Comparative Case Study
Between the Public Sector and Industry, In:
Proceedings of the 27" Annual European
Operations Management Association.

n.R.

Conference
Proceedings

Published

12

RQS

Kregel, I.; Stemann, D.; Koch, J.; Coners, A.
(2021): Process Mining for Six Sigma:
Utilising Digital Traces. In: Computers &
Industrial Engineering 153, S. 107083. DOI:
10.1016/j.cie.2020.107083.

Journal

Published

13

RQS

Plattfaut, R.; Koch, J. ; Trampler, M.;
Coners, A. (2020): PEPA: Entwicklung
eines Scoring-Modells zur Priorisierung von
Prozessen fiir eine Automatisierung. In:
HMD 57 (6), S. 1111-1129. DOLI:
10.1365/540702-020-00670-3.

Journal

Published
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RQ6

Koch, Ju.; Koch, Ja.; Vollenberg, C.;
Coners, A. (2022): Don't Believe Your Eyes
- The Problem of Process Mining in
Auditing. In: 29" Annual European
Operations Management Association
Conference.

n.R.

Conference
Proceedings

Accepted

15

RQ 6

Vollenberg, C.; Koch, J.; Trampler, M.
Bade, F. M.; Coners, A.; Plattfaut, R.
(2021): Die Entwicklungsbeschleunigung
von Robotic Process Automation Losungen -
Fallstudie einer deutschen
Gesundheitsbehorde. In: HMD 58 (5), S.
1244-1263. DOI: 10.1365/s40702-021-
00764-6.

Journal

Published
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2 Research Background

2.1 Business Process Management

The term process management, which is referred to in this thesis as business process
management and abbreviated to BPM, is defined differently in the literature.
Interpretations range from an operational view of processes in the sense of optimising
process time, costs, and quality to achieve higher customer satisfaction to the approach
of process-oriented corporate management (Dumas et al. 2018; vom Brocke and
Rosemann 2015). Based on the above, a comprehensive definition of BPM was taken up
by Antonucci et al. (2009) as part of the Association of Business Process Management

Professionals as follows:

,Business process management (BPM) is a disciplined approach to identify, design,
execute, document, measure, monitor, and control both automated and non-automated
business processes to achieve consistent, targeted results aligned with an organization’s
strategic goals. BPM involves the deliberate, collaborative and increasingly technology-
aided definition, improvement, innovation, and management of end-to-end business
processes that drive business results, create value, and enable an organization to meet
its business objectives with more agility. BPM enables an enterprise to align its business
processes to its business strategy, leading to effective overall company performance
through improvements of specific work activities either within a specific department,

across the enterprise, or between organizations*.

For this thesis, it is relevant to know the antecedents and current manifestations of the
BPM research field, which remain to the areas of business administration and IS. The
promise of coordinating aspects of business activities into business processes triggered

several research initiatives to formally define BPM.

As a result, BPM is viewed as a holistic management approach and can be defined as a
time-logical sequence of activities performed to achieve business objectives on a process-
oriented business object (Rosemann and vom Brocke 2015; Trkman 2010; van der Aalst
etal. 2003). However, BPM can also be defined as the ability of an organisation to change
organisational business processes. Methods, techniques, and tools are included in BPM
to support the design, configuration, implementation, evaluation, and analysis of
operational business processes, which applies accordingly to innovative process
technologies such as RPA and PM (Heckl et al. 2010; Mendling et al. 2018; van der Aalst
et al. 2003).
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As mentioned before, BPM focuses on modelling and improving business processes,
which is also included in the lifecycle of a workflow. Dumas et al. (2018) argue that BPM
approaches are integrated into the workflow lifecycle. They describe the workflow
lifecycle in the sense that the development of a workflow application starts with the

modelling and analysis of the processes

It can be deduced that BPM helps organisations to continuously improve their business
processes and provide effective services or products through innovation by focusing on a
process-oriented business structure (Rosemann and vom Brocke 2015). Due to the various
definitions mentioned above, it is necessary to clarify the definition used in this thesis.

Therefore, in the context of this work, the following definition is used:

BPM is an integrated concept that encompasses planning, organizational and controlling
measures that enable processes to be managed in line with the needs of customers and
other stakeholders. The measures aim to improve work processes in terms of customer
satisfaction, quality, time, and costs. BPM refers to management approaches or methods

for aligning business processes to improve the effectiveness of the company.

Over time, BPM has developed into a generally accepted management tool in today's
corporate practice. This development is also attributable to the fact that companies are
increasingly exposed to rising cost pressure due to external environmental and market
factors (Daniel et al. 2012; Dumas et al. 2018). Strategic decisions, such as the ever-closer
interlocking and cooperation with customers and suppliers, also against the background
of increasing interlocking with IS, also require a process-oriented company organisation
(vom Brocke and Mendling 2018). While many disciplines have influenced the
development of BPM, the biggest drivers for the further development and relevance of
BPM are IT-based innovations and the associated dynamic development of computer and
communication technology since the 1950°s (Grisold et al. 2021b; Mendling et al. 2018).
As a result, business processes have become more complex and are now largely
networked with IS (Mendling et al. 2018; Mendling et al. 2020).

Many companies see the continuous improvement of their business processes through the
integrative use of IS as a decisive competitive factor (vom Brocke and Schmiedel 2015).
Academia is now making an extensive contribution to this (Asatiani et al. 2020; Di
Francescomarino et al. 2019). Therefore, there is almost an unmanageable number of
publications dealing with the integration of corporate functions along the value chain via
various information technology systems and related topics (Cognini et al. 2018; Grisold
et al. 2021b; Mendling et al. 2020; van Looy 2021). Derived from the general tasks of
management, BPM encompasses the planning, management, and control of these

organisational processes according to the specifications of the business strategy and under
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the conditions and involvement of the information system (Grisold et al. 2021b; vom
Brocke and Rosemann 2015). The business strategy defines the necessary business
processes based on the strategic goals (Gadatsch 2010). It is the basis for identifying and
aligning the business processes. Customers and stakeholders place demands on an
organisation that is implemented in the business processes, so IT strategy and customer

requirements must be well aligned (Asatiani et al. 2019; Mendling et al. 2020).

However, the literature describes on the one hand that a too one-sided orientation towards
information technology innovations leads to a rather short-term operational orientation so
that longer-term success potentials and core competencies cannot be developed and
expanded (Roglinger et al. 2022; van Looy 2021). On the other hand, it is described that
a too one-sided orientation towards the business strategy without taking current
technologies into account can also lead to not achieving the operational goals (Grisold et
al. 2021b; Mendling et al. 2020).

Accordingly, today's BPM must be oriented towards the requirements of customers, IS,
the company's performance, and the performance of competitors (Lehnert et al. 2016;
Mendling et al. 2020). From the point of view of established research, this should involve
an orientation to the market (Gadatsch 2010). The customer-oriented use of information
technology in BPM thus creates added value that can be consistently divided into the
dimensions of quality, service, costs, flexibility, and time (Dumas et al. 2018). The goals
for the use of technology in BPM can be composed to several of these dimensions
(Grisold et al. 2021b; Mendling et al. 2020). The literature emphasises the importance
that these goals are operationally measurable and can be applied to concrete processes
(Grisold et al. 2021b; Rosemann and vom Brocke 2015). It is assumed that the
prerequisite for this is precise knowledge of the integration performance of possible
technology use (Grisold et al. 2021b; Mendling et al. 2018; van Looy 2021).

2.1.1  Phase Models for Process Management

Numerous contributions to the introduction of BPM can be found in the scientific
literature (Dumas et al. 2018; Gadatsch 2010; Koch 2015). These proposals are mostly
formulated as process models which follow different phase models (Dumas et al. 2018).
These models assign different structured sections to corresponding methods and
techniques (Becker et al. 2005).

In this chapter, the process models of Becker et al. (2005), Jeston and Nelis (2014), and
Dumas et al. (2018) are discussed. These three models show the steps to depict a design

or implementation process of BPM, which puts the tasks and activities that arise into a
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meaningful and logical order (Becker et al. 2005). Of importance for the explanations of
the problem definition of this thesis are the corresponding model designs, which specify,
implement, and determine the use of information technology in addition to defined
activities, phases, and methods (Poeppelbuss et al. 2011). Thereby it is shown, which
results must be achieved, and which conditions must be given (van der Aalst et al. 2012).
This description of the methods, techniques and the associated prerequisites can in turn
serve as a basis for understanding the integration of such information technologies (RPA
and PM) in BPM.

2.1.1.1 Procedure model for process-oriented reorganisation

Prepare modelling

| U |

Develop strategy and
regulatory framework

| O |

Perform as-is modelling
and as-is analysis

| O |

Perform target modelling
and process optimisation

| O |

Develop process-oriented
organisational structure

| O |

Introduction of processes

Project Management

Continuous process
management

Figure 2-1: Procedure model for process-oriented reorganisation according to Becker et al. (2005)

As shown in Figure 2-1, Becker et al. (2005) present a procedure model that includes

seven phases. These seven phases will be explained further in the following:
Phase I - Modelling preparation

In modelling preparation, design recommendations for information modelling are
developed. This is an essential task to ensure the success of process modelling (Dumas et
al. 2018). Thus, the appropriate modelling standard is available to ensure the achievement
of the set goals (Becker et al. 2005; Dumas et al. 2018).

Phase 2 - Development of the strategy and regulatory framework
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In the strategy and regulatory framework development, the processes and process
objectives are structured. The goal is to schematically represent the essential elements
and their relationship to each other to ensure transparency in the further course of the
project (Becker et al. 2005).

Phase 3 - Actual modelling

The as-is modelling and analysis serve to identify potentials for improvement and is thus
the basis for the to-be modelling or target modelling, as weak points are identified in this
phase (Becker et al. 2005).

Phase 4 - Target modelling

Building on the as-is modelling, this phase involves target modelling, i.e., the target state
of the company’s process landscape (Dumas et al. 2018). On the one hand, the target
modelling forms the basis for the alignment of the company’s organisational structure
and, on the other hand, the basis for internal benchmarking or workflow management
(Becker et al. 2005).

Phase 5 - Development of a process-oriented organisational plan

The process-oriented organisational plan is designed according to the target processes.
As already mentioned, the dimensions for determining the organisational structure are

time, cost, and quality (Becker et al. 2005).
Phase 6- Introduction of the new organisational plan

When the new organisational plan is introduced, the concept (target model, process-
oriented organisational plan) is introduced as part of the new organisational plan. For this
purpose, an implementation strategy is defined that includes the sequence and timing of
the introduction of the new processes (Dumas et al. 2018). Change management

techniques are used to ensure success and sustainability (Becker et al. 2005).
Phase 7 - Continuous BPM

After the introduction of a process-oriented organisational structure, it is necessary to
establish a continuous BPM (Dumas et al. 2018). This can also be done through
mechanisms of knowledge management and knowledge provision as well as through
feedback mechanisms (Becker et al. 2005).
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2.1.1.2 The 7FE Project Framework
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Figure 2-2: The 7FE Project Framework according to Jeston (2014)

Jestons so-called 7FE framework, shown in Figure 2-2, consists of a total of ten business
processes in four process groups (Future, Fulfilment, Finding and Solutions, Foundation).
The framework comprises three overarching core principles: Leadership, Project
Management and People Development (Jeston 2014). To put them in the context of this
thesis, the core principles are the starting point of any BPM activity. They state that
insights and solutions are the result of analyses of the existing process. These must take
place in order to understand, improve and maintain existing processes. Jeston also
explicitly points out that this is necessary to innovate processes with the help of

technology (Jeston 2014). In the following, each phase will be explained in detail:
Phase I - Organisational Strategy Phase

The company's strategy sets the determination, direction, and capability. It is important
that the BPM team knows and understands these, so there must be thorough alignment.

Processes are a means to achieve business goals (Jeston 2014).
Phase 2 - Process Architecture Phase

Process architecture is a tool to provide and ensure process guidelines, process models,
rules, and principles for implementing BPM (Gadatsch 2010; Jeston 2014). This phase
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focuses on the organisational aspect of the project (Gadatsch 2010; Jeston 2014). Whether

it is carried out depends on the maturity of the organisation (Jeston 2014).
Phase 3 - Start-up phase

In this phase the selection of the business process, objectives, scope, and infrastructure
(members, stakeholders, structure, and technologies to be used...) takes place (Jeston
2014).

Phase 4 - Understanding phase

All process variables are collected in this phase to be able to compare them later - in
particular, IS are to be used. In addition, the existing process situation is captured and
understood. The result is a process model with the relevant metrics, documentation of the
performance status, a root cause analysis, and an overview of possible quick wins (Jeston
2014).

Phase 5 - Innovation Phase

In this phase, new efficient and effective process opportunities are identified by
interviewing internal and external stakeholders and conducting process simulations. In
addition, resource costs are determined, capacity planning is carried out, a feasibility

analysis is performed, and automation options are considered (Jeston 2014).
Phase 6 - Staff Phase

The main task of this phase is to ensure that the activities and actions of the staff members
who are to carry out the process are consistent with the decided organisational and process
objectives. During this, employee objectives and job descriptions, including the profile
of skills and abilities, are developed (Jeston 2014).

Phase 7 - Development Phase

The development phase takes place in parallel with the staffing phase when all
preparations have been completed. The goal is to create the necessary infrastructure for

future operations (Jeston 2014).
Phase 8 - Introduction phase

The introduction of the new process flows, new role descriptions, performance
management, performance measurement, and intensive training is based on an

introduction plan that is sensitively adapted to the needs. In addition, there is a plan for
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discontinuation of the measures and the occurrence of unforeseen circumstances. The
results are trained and motivated employees and new or improved processes that function
satisfactorily (Jeston 2014).

Phase 9 - Value Creation Phase

The value creation phase does not run as a separate phase but is already considered in the
previous phases. Benefits, already outlined in the project plan must be identified. Various
tools for benefit management are used to evaluate the benefits achieved in a structured
manner and to communicate them in a targeted manner (Gadatsch 2010; Jeston 2014).
Benefit management is always aligned with stakeholder expectations. The results are also

used for knowledge storage and lessons learned (Jeston 2014).
Phase 10 - Sustainability phase

In the sustainability phase, all stakeholders in the organisation must recognize that a
process has a life cycle and must be continuously improved. The transition from project
to operations is necessary to ensure the mobility of the process and guarantee the
sustainability of the improvements. Performance metrics are introduced for monitoring
and control. Quality assurance loops are also established. This final phase of the process
project is the first phase in which BPM is introduced as a day-to-day business activity.
The deliverables of this phase are mechanisms for managing business processes,
identifying, and exploiting improvement opportunities, and improving processes. In
addition, the organisational and business results of the project are evaluated and secured

for follow-up projects (Jeston 2014).
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2.1.1.3 The BPM Lifecycle
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Figure 2-3: The BPM Lifecycle according to Dumas et al. (2018)

Figure 2-3 shows the widely used BPM lifecycle model according to Dumas et al. (2018).
This describes the phases of managing business processes and illustrates how a BPM
project or initiative can be organised to lead to process improvement through the six main
steps of process identification, process discovery, process analysis, process redesign,

process implementation, and process monitoring and control.

However, it is important to note against the backdrop of this work that the six phases are
rarely executed in practice in exactly this idealistic, sequential manner. For example, an
organisation may decide to only document the processes without considering a redesign.
Nevertheless, the BPM lifecycle is often used to illustrate how BPM-related activities
convey to each other and how they holistically contribute to BPM. The following section

gives a further description of each phase of the BPM lifecycle:
Phase 1 - Process Identification

Process identification addresses the establishment of the BPM initiative, including a
detailed description of the organisation's key processes and an assessment of their current
state (vom Brocke and Mendling 2018). The main output of this phase is a ,,process

architecture* that identifies the organisation's key processes, describes the relationships
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between the processes, and defines criteria for prioritizing the processes (vom Brocke and
Mendling 2018; Dumas et al. 2018).

Phase 2 - Process Discovery

Process discovery shifts the focus of the cycle from the organisation's overall portfolio
and management to a specific process. The process discovery phase provides detailed
descriptions of a business process in its current state. This description is referred to as the

as-is process model (Dumas et al. 2018).
Phase 3 - Process Analysis

During the process analysis phase, analytical tools (vom Brocke and Mendling 2018) and
techniques are used to identify weaknesses in the as-is process and the impact of each

weakness (Dumas et al. 2018).
Phase 4 - Process Redesign

Process redesign addresses the key weaknesses (vom Brocke and Mendling 2018) in the
process and provides a revised design for the process, referred to as a target design in the
form of a process model. This model is then used as the basis for process implementation
(Dumas et al. 2018).

Phase 5 - Process Implementation

Process implementation typically includes the introduction of IS and measures to
facilitate organisational change. This phase has the goal of adapting the organisation's

processes to the designed process model (Dumas et al. 2018).
Phase 6 - Process Monitoring and Control

Once the redesigned process is implemented, the process monitoring and control phase
continuously collects and analyses execution data to verify conformance to performance
and compliance objectives. Deviations from these goals and changes in the business
environment or business objectives trigger a new iteration of the BPM lifecycle (Dumas
et al. 2018).

2.1.2 Process Performance Measurement

In the context of this thesis and the research questions raised in Chapter 1, it is considered
useful to place process performance measurement and optimisation in its theoretical

context. Business process performance measurement - often referred to in the literature
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as process performance measurement - involves the definition, collection, visualisation,
and analysis of a set of indicators that evaluate performance-related data of one or more
business processes (Gleich 2021; van der Aalst et al. 2012c¢). These indicators, typically
referred to as Process Indicators (Section 2.2.2), are quantifiable metrics that enable an
evaluation of the efficiency and effectiveness of business processes and can be measured
directly against the data generated in the process flow (van Looy and Shafagatova 2016).

Table 2-1: Performance perspectives according to Kaplan and Norton (2005)

KPI area Business goals

Customer-related performance Customer satisfaction
Customer-oriented solutions

Market orientation, development, and
growth

Financial performance Revenue growth

Net profits

Return on assets

Learning and growth-related performance Satisfied employees

Knowledge base

Investment in R&D and innovation
Internal business processes related Efficient and effective business processes
performance Cost of producing

Quality of internal outputs

As academia, as well as companies, strive to focus on the topic of performance
measurement as comprehensively as possible, this field is discussed frequently in the
literature as well as in practice. Since process-oriented performance measurement in the
context of this thesis is a multidisciplinary topic that is the focus of research in
management as well as in business informatics and especially in BPM, various models,
systems, and methods for performance measurement are presented. Various performance
measurement models, systems, and frameworks have been developed by researchers and
practitioners (Folan and Browne 2005; Kaplan and Norton 2005; Nudurupati et al. 2011)

While measurement models were initially limited to financial performance, the
challenges of rapidly growing technological penetration required a more balanced and
integrated approach from the 1990s onwards, leading to multidimensional models. The
best-known multidimensional performance measurement model is the Balanced
Scorecard (BSC) developed by Kaplan and Norton, shown in Table 2-1, which takes a
four-dimensional approach to business performance: the financial perspective, the
customer perspective, the internal business process perspective, and the learning and
growth perspective (Baum et al. 2013; Dumas et al. 2018).
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The BSC helps to translate an organisation's strategy into operational performance
indicators - often called key performance indicators or metrics - and goals with targets
for each of these performance perspectives. The BSC is one of the most established
approaches to process-oriented performance measurement (Horvath et al. 2015). In this
context, academic research also suggests a close relationship between business process
performance and organisational performance, either in terms of a causal relationship or

more often as different indicators co-existing, as in the BSC.

The established performance measurement models usually offer little guidance for the
selection and operationalisation of performance indicators for IT support of business
processes. This is because, especially against the background of the research objective of
this thesis, they essentially limit themselves to defining performance perspectives

without, however, offering concrete indicators (Baum et al. 2013; Niven 2002).

In this regard, extensive research has been conducted in the past for both performance
models and performance measurement of business processes. The research concludes that
performance indicators are considered organisation-dependent, as many measurement
models such as the BSC require a strategic orientation. The academic discourse states that
although the selection of appropriate performance indicators is challenging for innovative
technologies in the process environment, it is also important for performance

measurement (Niven 2002).

However, considering the procedural models presented in Section 2.1.1, performance
measurement can also focus on a single business process, in particular regarding this work
and the research questions raised. Dumas et al. (2013) thereby position time, cost, quality,
and flexibility as typical performance perspectives for business process performance
measurement, as discussed in section 2.1.1.3. The following perspectives can be used for
performance measurement: Financial perspective, Customer perspective, Employee
perspective, Societal perspective, and Innovation perspective (Kaplan et al. 1997;
Schreyer 2007).

Based on the approach presented in this thesis, there is a need to measure the use and
design capabilities of RPA and PM technologies with a variety of performance metrics,
1.e., from quantitative to qualitative and from financial to non-financial indicators.
Therefore, the prevailing performance perspectives with associated indicators in the
academic literature can be considered as a conceptual framework derived from the current

process literature and theoretically validated by established measurement approaches.

Accordingly, the research conducted here also uses the conceptual framework to

empirically validate the research questions by involving subject matter experts and case
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studies to refine the suitability and lack of concreteness of the indicators. In this context,
the relationships between the actual performance of technologies and the expected
performance of technologies, as well as the impact of specific strategic or environmental
design principles, are explored through the selection of appropriate performance
indicators. The results then offer the possibility, following the existing literature, to
complement and enrich the measurement of the performance of the technologies RPA
and PM in the context of BPM (Asatiani et al. 2020; Ivanci¢ et al. 2019; Leno et al. 2020;
Syed et al. 2020; van Looy and Shafagatova 2016).

2.1.3  Link to Information and Communication Technology

The basic scientific consensus is that information technology has a significant influence
on BPM, as it not only supports the flow of business processes, but also makes important
contributions to their organisational design (Garcia et al. 2019; Grisold et al. 2020a;
Plattfaut and Koch 2021; vom Brocke et al. 2021; Willcocks et al. 2017). If one follows
the St. Gallen Management Model, which is shown in Figure 2-4, the organisation of
companies is based on a layer model divided into three levels (Riiegg-Stiirm 2003). On
the first level, the corporate strategy is defined first, i.e., it is considered what the company
wants to achieve and what products or services it wants to offer. The second level is about
how these goals are to be achieved, whereby the business processes play a central role.
Suitable processes must be defined that enable and support the implementation of the
goals. At the third level, resources take into account. These can be people, machines, or

IS involved in the processes, but also knowledge and information needed to fulfil the
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Figure 2-4: The three levels of organisation according to Riiegg-Stiirm (2003)

Each of these levels is strongly influenced by the other levels. Strategy, processes, and
resources must be well aligned to support each other in the best way. Among the resources
mentioned, IS occupy a special position because they usually map the business processes

directly in the software and must therefore also be adapted when processes change.
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Allweyer describes that a precise knowledge of the procedures of the business processes
to be supported is a prerequisite for being able to map them optimally in an information
system (Rosemann and vom Brocke 2015). Against the background of this thesis, it is
important to explain that information technology and thus also RPA and PM in BPM only
have a quasi-instrumental character. BPM is primarily an organisational and only
secondarily a technological task. The consideration of business processes thus represents
an important link between BPM and information technology issues (vom Brocke and
Rosemann 2015). In function-oriented companies, special IS are used to optimally
support BPM (Rosemann and vom Brocke 2015; vom Brocke and Mendling 2018). For
example, to better understand process data, companies have been successfully using
Business Intelligence (BI) methods for years (Mendling et al. 2018; van der Aalst et al.
2016). Furthermore, IS in BPM enable the process-related comparison of performance
data. According to scientific studies, increasing efficiency is just as much an inherent and
prioritised task of corporate IT in connection with BPM as reducing errors in daily
business (Mendling et al. 2018; Tiwari et al. 2008). Finally, the claim is formulated in the
literature that BPM often aims to digitalise and automate business processes across the
board through the exclusive use of IT (Dumas et al. 2018; Grisold et al. 2020a; Grisold et
al. 2021b; Syed et al. 2020).

2.2 Process Optimisation

Process optimisation is one of the most important components of BPM and the methods
listed in this section contribute significantly to achieving the goals of BPM described in
Section 2.1. According to the literature, the methods of the approaches to process
optimisation presented here must be integrated into BPM and used systematically and
continuously (Dumas et al. 2018; van der Aalst et al. 2016). IS can and should make an
important contribution to optimising business processes. Various concepts for process
optimisation exist in the literature, some of which contradict each other and are
intensively discussed both in science and in practice. Two views of process optimisation

are frequently used (Dumas et al. 2018):

First, revolutionary process optimisation: Here business processes are radically

improved. The benchmark is the target process and not the actual state.

Secondly, evolutionary process optimisation: Here, process optimisation is seen

as part of BPM. Here, the processes are improved in small steps.

For revolutionary process optimisation, Business Process Reengineering (BPR) is

considered the best-known method. Its main features are a fundamental rethinking of
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business processes, the radical redesign of essential business processes (Beverungen et
al. 2021; Rosemann and vom Brocke 2015; vom Brocke et al. 2018).

Evolutionary process improvement, on the other hand, starts with existing business
processes and is carried out as a continuous task. This approach is characterised by
iterative improvements or its repetitive nature, close involvement of employees and low
risk (vom Brocke and Rosemann 2015).

2.2.1 Optimisation Concepts

Table 2-2: Process optimisation concepts

Feature Revolution Evolution
Vil BPR Kaizen, Six Sigma
examples
Srasoi oit As a project Top-down Continuous bottom-up
change
Frequenp ol Episodic Continuous
application
Impact of .
S Whole processes, cross-process | Primary process steps
Involved Top-down (management) Hybrid (management and employees)
Object New process Existing process
Process .
. Core processes All business and core processes

understanding
Risk High Moderate
Steps in the Project organisation, vision, Motivation of employees, incentive
process recognise business processes, system for employees, improvements
organisation new design only in small steps

Quantum leaps in time, cost, Change of all processes, further
Target .

quality development of employees
Trigger Radical need for change Need for adaptation

The general optimisation concepts, as shown systematically in Table 2-2, are presented
in the following section, and structured regarding revolutionary and evolutionary
optimisation approaches (Dumas et al. 2018; Gadatsch 2010; Hammer and Champy 2009;
Weske 2007). Regardless of which concept is pursued, process optimisation usually
consists of the phases of preparation, preliminary investigation, as-is analysis and target
conception, implementation, and evaluation (vom Brocke and Mendling 2018; Weske
2007). As described above, a distinction must be made between a radical and
revolutionary redesign of a business process, shown here based on the example of BPR,
and a more continuous evolutionary business process optimisation of existing processes,

shown here with the methods of Kaizen and Six Sigma (vom Brocke and Mendling 2018).
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In BPR, an optimal solution is sought independently of an existing process design, which
leads to a radical redesign of business processes and follows the revolutionary process
optimisation approach. The previous structures are considered non-existent, and the
processes are completely re-modelled. Hammer and Champy are considered the founders
of this radical form of business process analysis (Hammer and Champy 1993). The result
of BPR should be fundamental, radical as well as dramatic improvements in the
performance variables transparency, controllability, stability, robustness, reusability,
traceability, ease of application, complexity reduction (Dumas et al. 2018; Hammer and
Champy 2009). This can ultimately improve time, quality, costs, and customer
satisfaction (Baier et al. 2022; Gadatsch 2010). Section 2.2.1.1 will discuss the concept
of BPR in detail.

Evolutionary process optimisation, on the other hand, is a step-by-step process
improvement method, i.e., it is carried out continuously. It is applied to existing processes
and implemented with the involvement of all employees in day-to-day business.
Primarily, individual process steps are improved (Rosemann and vom Brocke 2015;
Trkman 2010). However, it is also possible to improve the entire process. The most
relevant evolutionary methods are Kaizen and Six Sigma, as mentioned above, and will

be explained in detail in Section 2.2.1.2 and Section 2.2.1.3.

2.2.1.1 Business Process Reengineering

Business Process Reengineering (BPR) has attracted attention from both industry and the
academic community as it has greatly changed BPM practice in organisations by
countering the functional hierarchical approach with a process-oriented, collaborative
approach (Dumas et al. 2018; Hammer 2015; van der Aalst et al. 2016). There is a
consensus in the academic community that BPR, while fundamentally viable, is
problematic because of its radical approach. Since many projects could not be
successfully implemented, the attractiveness of softer instruments, some of which also
allow for a bottom-up approach, has gained in importance (Dumas et al. 2018; Hammer
and Champy 2009).

The term business process reengineering was coined by Henry Johansson in 1993 and
defined by Hammer and Champy (1993) as: ,,Fundamental rethinking and radical
redesign of business processes to achieve dramatic improvements in key performance
indicators such as cost, quality, service and cycle time”. In contrast to the classic business
process optimisation, where only individual business processes are made more efficient,
here a fundamental rethinking of the company and its business processes took place. BPR

is essentially based on the following four basic statements:
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First, BPR is oriented towards crucial business processes (Hammer and Champy 2009).
Second, the business processes must be oriented towards the customers (Hammer 2015).
Third, the company must focus on its core competencies. Fourth, the possibilities of
current information technology must be used intensively (Rosemann and vom Brocke
2015).

The approach of Davenport and Short (1990) follows on from this and takes up in their
theory five steps for the use and implementation of BPR, which are described further in

the following:
Phase 1 - Vision and goal setting

The first phase serves to lay the foundations for the BPR project and process. This
involves the company's staff and the department's team. Those involved need to be trained

to manage the development and change process.
Phase 2 Identify the processes to be revised

Here, the most important processes to be optimised through business process

reengineering are identified.
Phase 3 - Understanding and measuring the existing process

In the third phase of BPR, the focus is on the current state of the processes. On this basis,

the possible potentials towards a target state are identified.
Phase 4 - Use of information technology as a change enabler

In the fourth phase, new information system-based methods and behaviours are
introduced into the company. In this way, those involved, e.g., employees or the team

concerned, learn to use the new information technologies, and thus help to shape the BPR.
Phase 5 - Design and evaluation of the process prototype

In the final fifth phase, the restructuring is designed, implemented, and evaluated. The
stakeholders work based on the restructured business processes. Evaluation loops are

carried out to make any necessary adjustments.

Against the background of this thesis, it is important to note that BPR specifically
envisages that information technology can only be used profitably if the critical business
processes have been analysed and defined beforehand. At the same time, Davenport

shows how the use of IT has a significant positive impact on process change. During BPR,
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numerous terms such as ,business process automation® have therefore become
established (Dumas et al. 2018; van der Aalst et al. 2016). The concept predicts the
complete redesign of processes intending to overcome function-oriented organisational
forms and the consistent implementation of process-oriented organisational and
operational systems, including IT-supported implementation, and assigns a key role to IS
(van der Aalst et al. 2003, 2020Db).

2.2.1.2 Kaizen - Continuous Improvement Process

Kaizen means ,,improvement* translated from Japanese and belong to the evolutionary
process optimisation approaches. In the literature, the term ,,continuous improvement
process is often used synonymously. In this approach, employees are encouraged to
make suggestions for improvement, which are immediately reviewed and implemented if
successful (Bessant et al. 2001; Bhuiyan and Baghel 2005). The characteristics of Kaizen
include, on the one hand, team, and employee orientation. On the other hand, are
optimisation in small steps that can be implemented quickly and require the support of all
employees. The basic idea is the daily implementation of improvements (Imai 1986;
Sokovi¢ et al. 2009).

Against the background of this thesis, it is important to note that Kaizen does not make
any statements about aspects such as the role of IS, so it cannot replace BPM, but it can
very well complement it (Dumas et al. 2018). Compared to the revolutionary method of
BPR discussed before, the optimisation approach of Kaizen has the advantage that a
higher level of acceptance and identification can be achieved through the intensive
involvement of employees and the possibility of co-design, which strengthens the success
of implementation (Hammer 2015; Jeston 2014). In the relevant literature, improvements
in this context are related to all company processes ,.from the product idea to production
to sales, taking into account and supporting the customer*. To successfully implement
Kaizen in a company, not only a clear commitment by management is required, but also
continuous training of all employees to make them recognise the potential for

improvement and motivate them to implement new impulses for process improvement
(Gadatsch 2010; vom Brocke and Mendling 2018; Weske 2007).

In Kaizen, standards and established processes must be questioned again and again at all
levels of the company. This applies to individual workplaces, teamwork as well as to
higher-level corporate processes, and existing IS. A variety of different instruments and
concepts have been developed in the scientific community for the concrete
implementation of Kaizen. In scientific publications, reference is often made to Deming's
PDCA cycle in the form illustrated in Figure 2-5.
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Figure 2-5: Kaizen - Continuous Improvement Model according to Deming (2018)

In the planning phase, the actual process of the individual work procedures is first
analysed to develop an improvement plan. In the second phase, the employees concerned
are familiarised with the plan and the planned improvements are implemented
accordingly (George et al. 2007; Pyzdek and Keller 2014). Subsequently, in phases three
and four, it is critically reviewed whether the planned improvement has occurred or not
(George et al. 2007; Koch 2015). If the improvement has occurred, an attempt must be
made to establish the improved workflow as a new standard in the company. If no

improvement has occurred, the previous phases are gone through again.

According to the definition of Kaizen and with this to meet the requirement of continuous
process improvement, the cycle must logically be triggered again at regular intervals even
after the new work process has been successfully established. The types of practical
elements and tools that can be used to implement Kaizen range from Kanban project
management and the concept of just-in-time production to quality controls, small group

work, and comprehensive productivity control.

In academic research, however, there seems to be no consensus on which methods can be
clearly and inconsistently assigned to Kaizen. However, regardless of which tools or
concepts are used, the identification of error causes and sources is the starting point of all
activities in the Kaizen concept (Imai 1986). In the context of this work, it is important
that in the Kaizen concept, employees are sensitised to repeatedly question their work
processes independently from the customer's point of view (Koch 2015). To this end, all
conceivable IS, or information technologies such as RPA or PM, among others, should

be used to investigate problems that arise and actively make suggestions for improvement
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(Grisold et al. 2021b; Kane et al. 2019; van Looy 2021). Managers, in turn, must take up

these suggestions and initiate the improvement process.

2.2.1.3 Six Sigma

The main objective of Six Sigma is formulated as follows: ,,To meet the customer's
requirements completely and profitably* (George et al. 2007; Hoerl 2001). This means
that critical processes (from the customer's point of view) must be identified and
continuously improved to recognize and meet customer requirements. In its ideal form,
Six Sigma is an integral part of the corporate culture and a common language. Six Sigma
process improvement follows a structured approach in which root causes are identified
through statistical analysis (Linderman et al. 2003). These root causes are then worked
on. According to relevant literature, the standardized approach guarantees successful

implementation as well as monitoring and ensuring sustainability.

The process optimisation method has its origins in quality management. The aim is to
systematically identify and sustainably eliminate sources of error in products, services,
and processes (Koch 2015; Nifierola et al. 2021). Statistical methods are used to
operationalize quality. The strictly quantitative and systematic approach distinguishes Six
Sigma from the other methods of process optimisation already presented in this thesis.
More objective assessments of process quality are the maxim here. Quality is not
considered from a technical point of view, but always from the customer's perspective
(George et al. 2007; Muraliraj et al. 2018). The value of a service is to be increased for

both internal and external customer groups.

In addition to quantitative measurements, this approach focuses on a strong analytical
approach to solve even complex problems. To improve processes in the direction of Six
Sigma quality in practical application, the phases ,.Define*, ,,Measure®, ,Analyse*,
LImprove* and ,,Control give a systematic approach and include statistical procedures
and tests (de Mast and Lokkerbol 2012; George et al. 2007; Shafer and Moeller 2012).
This method is based on the PDCA cycle described above and is also abbreviated as the
DMAIC cycle, which is shown in Figure 2-6 for illustration.
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Description of the
problem at hand, the
desired goals and the
project parameters for the
improvement project.
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are the customers and
what are their needs?
With these definitions, a
work plan for process

Determines how well the
process actually meets
existing customer
requirements. For this
purpose, the process is
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visualised. Based on this,
possible influencing and
output variables can be

>determined and methods

and tools for collecting
data from the individual
process steps can be

The data collected in the
measurement phase is
compared with the
objectives set in the
definition phase. A
detailed root cause
analysis is carried out to
clarify the reasons for
problems with the
process. Statistical and
graphical tools are used
for this purpose. The
findings obtained in the
analysis phase are used to

Solutions are sought for
the problems identified in
the analysis phase.
Creativity techniques,
among others, can be
used for this. The
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with regard to guidelines,
requirements, regulations
and feasibility criteria.
The most advantageous
solution is implemented.

The improvements
found are implemented
and standardised. The
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For this purpose, the
process improvement
must be continuously
monitored and
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unexpected
consequences that lead

to new problems? What
are the lessons learned?

adjust the objectives of
the improvement project

improvement can be set defined

Figure 2-6: DMAIC-Methodology according to George et al. (2007) and Koch (2015)

In the Define and Measure Phase, the current process and the problem, as well as the
targets are defined and documented. These phases also include the determination of the
process performance (Pande 2000; Uluskan 2016). The Analyze Phase involves the
analysis of the process in more detail using statistical measures, performance indicator as
well as statistical tests (Uluskan 2016). After the identification of the verified reasons for
the problems, possible solutions will be elaborated. Finally, the solution is introduced,
and the process is monitored to ensure lasting improvement and sustainability (Koch
2015).

The basic evaluation of the Six Sigma method is judged very differently in the literature.
Pande states that Six Sigma claims to reduce costs and at the same time increase customer
satisfaction (Nifierola et al. 2021; Schroeder et al. 2008; Uluskan 2016). However, it must
be noted that the strict enforcement of cost reductions has a direct positive impact on
customer satisfaction, as the Six Sigma approach suggests customer orientation, but
projects neglect exactly this in practical application (Koch 2015; Lande et al. 2016).

2.2.2  Target Function of Optimisation: Process Indicators

LIndicators are figures that provide information about quantifiable facts in a condensed
form in retrospect or determine them in a forward-looking manner. Individual isolated
indicators are limited in their informative value. A combination of several indicators
leads to a system of indicators in which the individual indicators are in a factually
meaningful relationship to each other, complement or explain each other and are
oriented towards a common overriding goal. When defining indicators, it should be

noted that several variables can have a balancing effect.*

Alpar et al. (1998)



40 Research Background

Since the beginning of industrialisation, companies have been interested in key figures
for the concise representation of quantifiable facts, especially in business IS. The relevant
scientific literature defines key figures in a broad sense as absolute and relative rational
numbers. They are used as a measure to characterize individual, quantifiable facts of a

scientific, technical, social, or economic nature in virtually all areas of daily life.

Table 2-3: Reasons for process measurement according to Jung (2006) and van Looy and

Shafagatova (2016)

Reason Explanation

Existing weak points can be uncovered, and
possible solutions can be worked out
Checking whether the measures taken are

Definition of improvement potentials

Evaluation of process changes successful and whether the intended goals
can be achieved
Improvement of the basis for decision The data obtained improves the basis for
making decision-making
Comparison of actual and target values
Motivation provides feedback on success or failure and

thus has a motivating effect

Measurement enables positioning of
processes in external and internal
competition

The current state of the process is quantified,
Process evaluation and the target/actual comparison can be
performed continuously

Participation in external and internal
competition

According to Horvath et al. (2015), true ratios must indicate the effectiveness or
efficiency of a process in achieving a target value or plan. The original purpose of
performance indicators was to represent a real problem abstractly in terms of numbers,
but this has expanded considerably over time, as Table 2-3 shows. For a company, this
means that it needs key figures to be able to separate the essential from the non-essential
in its operations, to obtain a qualified selection of data, and to better understand the
interdependencies (Baum et al. 2013; Horvath et al. 2015). Only the relation provides a
meaningful key figure, which recognizes fundamental cause-effect relationships and can
think and act purposefully as a control instrument. In addition to a control and monitoring
function, key figures serve to operationalize goals, identify anomalies and changes, and
define critical values as target values for individual areas (Gadatsch 2010; Krallmann et
al. 2013). Used correctly, key figures support management at all levels of a company in
the sense that they enable consistent monitoring and control of the strategic and
operational goals set. In addition, the use of key figures can also improve the quality and

speed of communication between all those involved, as the dynamics of a company can
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be presented, and even complex processes and issues can be made easy to understand
(Alpar et al. 1998).

After the identification, modelling, and implementation phases, BPM requires tools for
continuous measurement and analysis of process performance (Dumas et al. 2018). Such
monitoring serves not only to record the status but also to identify deviations from targets
so that necessary countermeasures can be initiated. With the measurement and evaluation
of processes, the prerequisites for continuous process optimisation are created -
accordingly, process performance indicators are the target function of process

optimisation (Rosemann and vom Brocke 2015; vom Brocke and Rosemann 2015b).

In the previous chapter the prerequisites, and reasons for measuring processes were
presented. Under the objective function of process optimisation presented here, the
measurement of processes or process performance is understood in such a way that a
reference to the process objectives is established via key figures (Dumas et al. 2018).
Therefore, process-specific key figures are required for the measurement, which directly
depicts the facts in processes and enables the process participants to adapt their activities
regarding the changes. These described requirements correspond to process key figures,
which are defined by Dumas et al. (2018) as follows: ,,Each of the four performance
dimensions [time, cost, quality, and flexibility] can be refined into a number of process
performance measures (also called key performance indicators or KPIs). A process
performance measure is a quantity that can be unambiguously determined for a given
business process - assuming of course that the data to calculate this performance measure

is available.*

It should be noted that companies often have a primarily financial performance
measurement. However, this is only suitable for business processes and BPM to a limited
extent (Horvath et al. 2015; Niven 2002; Trkman 2010). To measure business processes
comprehensively, performance measurement in the literature is based on the four
dimensions of time, cost (Horvath et al. 2015; Dumas et al. 2018), quality (Dumas et al.
2018; Trkman 2010), and flexibility (Dumas et al. 2018; vom Brocke and Mendling
2018), which avoids one-sided financial management focused on short-term optimisation
and promotes an orientation towards customer needs, considering future oriented and
multidimensional KPI’s (Dumas et al. 2018; Trkman 2010).

Measuring the success of business processes thus goes far beyond the financial evaluation
of results by ensuring performance transparency in addition to financial transparency. By
including the non-financial dimensions of quality, flexibility, and time the causes and
drivers of the financial outcome measures are also captured (Dumas et al. 2018; vom

Brocke and Mendling 2018; Rosemann and vom Brocke 2015). Process goals in these
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dimensions can be contradictory, e.g., there is often a conflict of goals between high
process quality and fast availability (Horvath et al. 2015). In many cases, process-related
goals are also not focused on maximisation or minimisation (Horvath et al. 2015; Trkman
2010). Thus, minimizing the resources used can lead to less quality and with this quality

problem (Dumas et al. 2018; Rosemann and vom Brocke 2015).

The benefit of such performance measurement for the research questions posed in this
thesis lies in the systematic identification of these conflicting goals. While one can focus
on individual metrics, a plausible overall picture must emerge that relates to the particular

business process to contextualize technology use through RPA or PM.

Therefore, both absolute and relative, quantitative, and qualitative, and input- and output-
or impact-oriented metrics are relevant for performance measurement in this thesis. This
has the advantage for the research questions that can be used for benchmarking purposes
(vom Brocke and Mendling 2018). The quantitative indicators primarily used in the
research presented here, which are based on clearly measurable factors, are easier to
measure and transfer to business practice than qualitative indicators (Horvath et al. 2015;
Dumas et al. 2018; Trkman 2010). For this purpose, the basic data required for the
determination of the performance indicator must be available in Empire in a system-
related manner, which has been done here. Suitable survey methods such as expert

interviews, explicit surveys, and analyses of process protocols were used to this end.

2.3 Robotic Process Automation

The technology of Robotic Process Automation (RPA) takes place in this Chapter. As
RPA is the main part of the thesis the main facts about this technology are explained in

the following.

““RPA tools perform [if, then, else] statements on structured data, typically using a
combination of user interface interactions, or by connecting to APIs to drive client
servers, mainframes or HTML code. An RPA tool operates by mapping a process in the
RPA tool language for the software robot to follow, with runtime allocated to execute

the script by a control dashboard.”’
Tornbohm and Dunie (2017)

Many automated systems have the following in common: they eliminate the human factor
and improve precision, quality, and accuracy (Fung 2014; Giiner et al. 2020). The first
idea of how to automate processes using software dates to 1935, when computer scientist

Alan Turing described how a systematic algorithm could make processes more effective
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(Doguc 2022). More recently, a new type of automation has been introduced: virtual
robots. These robots are used primarily in the service industry (Aguirre and Rodriguez
2017; D’Onofrio and Meinhardt 2020). Here, they assist humans with structured and rule-
based processes, i.e., work that is normally considered routine, such as checking credit
applications in financial institutions. When virtual robots take over a task previously
performed by humans, using software that mimics the steps of a structured process, it is
called robotic process automation (RPA) (Lacity et al. 2015). RPA is about using software
to automate business processes. This software is often referred to as virtual or software
robots. According to Lacity and Willcocks, RPA has three special characteristics
compared to other automation tools that are mostly used in the BPM context (Lacity et
al. 2015; Lacity and Willcocks 2016).

First, RPA is easy to configure and its implementation does not require programming
skills. Second, RPA software is non-invasive, meaning that RPA software sits on top of
existing systems and accesses the systems just as a human would. Third, in terms of
governance, RPA is enterprise-ready, meaning IT requirements such as security,

scalability, and auditability are easily met.

Thus, RPA can improve the capabilities of humans in performing cognitively demanding
and unstructured tasks and, accordingly, create more value-added contributions to the
optimisation of existing process structures. Furthermore, according to the literature RPA
can be easily scaled up or down as needed and makes processes far more efficient and
with a much lower error rate. As a result, cognitive capacity is freed up and people can
spend their time on more cognitively demanding tasks. In addition, RPA can enable
workers to take on tasks that are more demanding, more fulfilling, and better suited to
their strengths. There are several software tools and providers available in the RPA space;
in these development environments, the user runs, configures, tests, and manages the

various processes and RPA-Bots.

As with any automation, RPA means replacing processes that were previously performed
by humans, but this time by configuring robotic software to perform the tasks and between
different systems. To do this, RPA provides the tools to automate rule-based, logical
processes for users that involve well-defined and structured data with a deterministic set
of output values. Moreover, the tasks are often repetitive and highly manual. RPA
applications have been widely studied in business process research over the years, among
others in the financial industry (Asatiani and Penttinen 2016), the public sector (Houy et
al. 2019), and health care (Ratia et al. 2018). Most of these processes are back-office or
support processes for services where the customer is not directly involved. In this context,

the scientific debate has also shown that the most important measures for the success of
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RPA are cost reduction (Ivanci¢ et al. 2019; Willcocks et al. 2015), increase in process
speed (Plattfaut 2019; Syed et al. 2020), error reduction (Penttinen et al. 2018; Plattfaut
2019), and increase in compliance (Enriquez et al. 2020; Willcocks et al. 2017).

There are two main differences between the implementation of RPA and the classic
business automation attached to BPM. First, RPA programming can be learned in a few
weeks; thus, extensive programming experience is not required (Asatiani et al. 2020;
Flechsig et al. 2019; Mendling et al. 2018). This results in a cost-effective form of
automation with a quick opportunity to achieve a high return on investment (Agostinelli
et al. 2020; van der Aalst et al. 2018a). Second, RPA automates a process with an
»outside-in* approach, meaning it controls the computer at the user interface level, which
does not interfere with the underlying computer systems (Flechsig et al. 2019; Konig et
al. 2020; Mendling et al. 2018). These key differences provide a significant advantage
over traditional BPM-based business automation, which follows an ,,inside-out‘“ approach
(Agostinelli et al. 2020; Konig et al. 2020; van der Aalst et al. 2018a).

On the research side, many studies have examined the implementation of RPA in the most
sub-domain business contexts and application domains (Ivanci¢ et al. 2019; Syed et al.
2020). However, the focus has been on the measurable process performance achieved by
RPA and the impact of RPA implementation on workplace design, but the necessary and
sufficient integration performance has not been considered or design principles derived
(Konig et al. 2020; Leno et al. 2021; van der Aalst et al. 2018a).

24 Process Mining

As Process Mining (PM) is the focus of this thesis, the background of this technology
needs to be discussed in detail. Therefore, this section discusses the technology of PM in
detail.

»Process mining aims to discover, monitor, and improve real processes by
extracting knowledge from event logs readily available in today’s information
systems. Over the last decade there has been a spectacular growth of event data
and process mining techniques have matured significantly. As a result,
management trends related to process improvement and compliance can now

benefit from process*
van der Aalst (2012)

In the idealised concept of process modelling, a model is created by the management level

of an organisation, and this same model is then implemented by the people involved
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according to the model. In the real world, unfortunately, this is often not the case for
various reasons (Leno et al. 2021; Martin et al. 2021). It often happens that there is no
model for a process because it was simply created from given requirements and optimised
through practical execution (Garcia et al. 2019). If there is a model for a process, it may
not be formal, or there may be a good formal model but the execution of the process
deviates from the specification (Leno et al. 2021; vom Brocke et al. 2021). These
deviations may be an optimisation of the people executing the process or simply an
arbitrary action that degrades the process. The goal of PM is to improve the above
problems (Garcia et al. 2019; Martin et al. 2021).

On the one hand, it should allow the creation of models from the log data of the
instantiation of the processes. On the other hand, PM also provides the ability to evaluate
the execution of the processes by running the event logs against the model to prove
conformance. Moreover, with the help of the data, it is now also possible to improve the

given process model (Garcia et al. 2019; Leno et al. 2021).

PM thus stands for the analysis of processes based on execution logs, commonly titled
event logs. The idea of using PM in the context of BPM was already introduced in the
1990s. PM provides information about end-to-end processes in organisations, which is
why PM methods are now used in most phases of the BPM lifecycle, not only in the
design phase, but also in the implementation, monitoring, and adaptation phases. An
obvious example is the use of PM in the diagnosis phase (Leno et al. 2021). In the
diagnostic phase, PM is used to identify opportunities for process improvement and to
provide ideas for redesign. PM determines knowledge from event logs and graphically
represents a business process in a process model. The process model identified reflects
reality by describing the dependencies between activities performed by a user (vom
Brocke et al. 2021). A technique designed to create visibility for the enterprise level
(Garcia et al. 2019; Martin et al. 2021).

PM is still a very young but already well-established research discipline (vom Brocke et
al. 2021). The development of PM in recent years, reinforced by the great interest of the
research community, has led to a variety of PM techniques and tools (Leno et al. 2021).
PM can be classified between computational intelligence and data mining on the technical
side and process modelling and analysis, which originated in business, on the other side.
Thus, according to the literature, PM also serves as an interface between traditional BPM
and data mining (Martin et al. 2021).

However, if one follows the current research, PM is not to be considered as a type of data
mining, but rather as an extension of it. PM is mainly applied to find process weaknesses

and their causes. Process weaknesses can be categorized into process inefficiencies such
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as bottlenecks, rework, and changes, and deviations from a target process such as
compliance violations. The technology can also be used to continuously measure the
results of process improvement initiatives such as fundamental re-engineering and
incremental improvement (Martin et al. 2021).
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Figure 2-7: Types of Process Mining according to van der Aalst et al. (2012a)

In general, PM can be divided into three main application areas, which are also shown in
Figure 2-7. According to the ,,Process Mining Manifesto* the basic applications of PM
are process discovery, process conformance, and process enhancement (van der Aalst et
al. 2012a)

In the PM application area of Discovery, event logs are used as input to build a process
model from the information they contain. In the PM application area Conformance, the
event logs are used to check the conformance of the actual process with the target process,
e.g., to identify process deviations (Leno et al. 2021; van der Aalst et al. 2012a). The PM
application area of Enhancement also uses event logs and existing process models as
input. However, here optimisations are made as part of the process improvement process
so that they can subsequently be reviewed and improved if necessary (van der Aalst et al.
2012a; vom Brocke et al. 2021). The three PM Application Areas are discussed in more
detail below (Martin et al. 2021; van der Aalst et al. 2012a).

Process Discovery

Process discovery is one of the most difficult tasks in PM. Based on an event log, a
process model is created to represent the behaviour observed in the event log. Process

discovery deals with the control flow perspective, i.e., it focuses on the arrangement of
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activities (van der Aalst et al. 2012a). By definition, a process discovery algorithm is a
function that maps an event log to a process model such that the model represents the
behaviour observed in the event log (Leno et al. 2021; Martin et al. 2021). The definition
basically leaves open which notation should be chosen for the visualisation but contrary
to the widely used graphical specification languages like event driven process chains

(EPC) the PM application systems mostly use Petri nets for visualisation.
Process Conformance

In process discovery, a process model was generated from an event log; process
conformance, on the other hand, takes an event log and a process model as parameters
and provides, as a result, a metric describing the overlap between the event log and the
existing process model (Garcia et al. 2019; vom Brocke et al. 2021). The goal of process
conformance is to identify both similarities and differences between modelled and
observed behaviour (van der Aalst 2016). Analysis of the event log and process model
provides global conformance metrics and local diagnostics. Once the inconsistencies are
identified, they need to be looked at from two angles (van der Aalst 2016, 2018a).

e First, the process model is wrong and does not reflect reality. In this case, the
process model should be improved (Leno et al. 2021; vom Brocke et al. 2021).

e Second, the cases deviate from the process model. Consequently, methods should
be developed that lead to better control of the process and prevent deviant actions
(van der Aalst et al. 2012a; vom Brocke et al. 2021). Such deviations should be
allowed in the future and included in the model (Martin et al. 2021; van der Aalst
2016).

Process Enhancement

While process discovery deals solely with the control flow perspective, process
enhancement attempts to use additional information from event logs to provide further
perspectives on the underlying process (Garcia et al. 2019; Martin et al. 2021). This area
of process enhancement is referred to as an extension (van der Aalst et al. 2012a; vom
Brocke et al. 2021).
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3 Research Strategy

3.1 Research Paradigms
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Figure 3-1: Differences between the two research paradigms according to Lehner and Zelewski
(2007)

Business informatics sees itself as a ,,real world” science since phenomena of reality are
studied (Recker 2021). Business informatics is also a formal science (Recker 2021; Wilde
and Hess 2007), since the prediction, explanation, description and especially the design
of IS requires the development and application of formal description procedures and
theories (Becker et al. 2003; Hogrebe et al. 2010). Furthermore, business informatics is
also a kind of engineering science since the design of IS or information services in
particular requires a design systematics (Hogrebe et al. 2010; Wilde and Hess 2007).
Within the scientific positioning of business informatics, deduction and induction are the

two fundamental mechanisms of scientific knowledge (Becker et al. 2003; Recker 2021).

Deduction describes the process of deriving or logically inferring knowledge from certain
observations or premises (Recker 2021; Wilde and Hess 2007). Deduction is classically
associated with the direction from the general to the particular or from theory to
empiricism (Recker 2021). Induction describes that a general statement is to be made with
the help of an individual case. Thus, an attempt is made to derive conclusions for the

general from an observed event (Wilde and Hess 2007).
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The definition of the research goals considered in this thesis and the associated research
approaches are based in the scientific discipline of business informatics as it is understood
in particular in the German-speaking and Scandinavian regions (Osterle et al. 2011;
Peffers et al. 2012a; Recker 2021). In contrast to the more behaviour-oriented business
informatics research from the North American region, a design-oriented research

approach is used here.

Table 3-1: Research method spectrum of this thesis

Behaviour-oriented Design-oriented
Grounded Theory RQ1 Design Science RQ5
Research
sentiment analysis RQ2 Action research RQ6
text mining RQ3
Case studies RQ4

The central object of consideration in this thesis are IS - their characteristics as socio-
technical systems result from their components of people, tasks, and technology (Hevner
et al. 2004). This thesis 1s based on both behavioural and design-oriented research
approaches and thus belongs to the core paradigm of business informatics research, but
also appropriates from IS research. Figure 3-1 shows a comparison in the progression of
the two research paradigms while Table 3-1 gives an overview of the research methods

in the research paradigms with the assignment to their respective use in this thesis.

To ensure an intersubjectively comprehensible approach to answering the research
questions posed in Section 1.2, there are different research designs and research methods
that can guide the research process, depending on the scientific discipline. To describe
the research methodological design of this dissertation, the chapter is divided into two
parts. Based on the research guiding questions from the first chapter and the presentation
of the research goals pursued there, the first part in Section 3.1 explains the basics of
design-oriented research and behaviour-oriented research - as a starting point for the
methodological approach of this dissertation. Building on the research paradigms, the
second part of this chapter in Section 3.2 explicates the methodological framework in the

form of research methods used in this dissertation.

In design-oriented research, research goals can be divided into knowledge and design
goals (Gregor and Hevner 2013; Hevner et al. 2004; vom Brocke and Maedche 2019). In
this context, knowledge goals generate a comprehensive understanding in an application
area, identify problems relevant to practice and derive research gaps from this (Beck et

al. 2013; Peffers et al. 2012a). Design goals, on the other hand, pursue the development
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of solution-oriented artefacts of a real problem (Peffers et al. 2012a; vom Brocke and
Maedche 2019). Derived from the identified research objective, the following sections
present the research methods pursued, which are assigned to the research questions

investigated and discussed.

3.1.1 Design-oriented Approaches

,Design-oriented IS research is not a non-judgmental scientific discipline, rather it is
normative, in a sense that the construction of artifacts is guided by the desire to yield a

specific benefit and to satisfy certain objectives.*
Osterle et al. (2011)

The origins of design science research lie in engineering and differ from natural sciences.
While behavioural science research, as part of natural sciences, describes the behaviour
of objects and phenomena in the real world and analyses their interactions with each other,
artificially created things - so-called artefacts - form the central research object of design-
oriented research (Peffers et al. 2007). The design of artificial artefacts pursues the goal
of solving real-world problems through new ideas, practices, technical capabilities, or
products. Against the background of this work, the design-oriented approach in
combination with behavioural science methods and tools promises a complementary
research design for the set research objective and the research questions deduced. The
behavioural science methods and tools used help to understand and analyse the problem,
while the design-oriented approach generates a solution. In contrast to empirical and
social science research (Hevner et al. 2004; Peffers et al. 2007), there is currently no
generally accepted approach for a stringent implementation of design-oriented research
(Hevner et al. 2004; Recker 2021).

3.1.2  Behaviouristic-oriented Approaches

Behavioural IS research, on the other hand, predominantly uses the methods of empirical
social research (Nunamaker Jr et al. 1990; Ostetrle et al. 2011). Theories and models are
developed to explain or predict organisational and psychological phenomena in
connection with the development and use of IS (Eisenhardt 1989; Gregor 2006). The
focus is not on the innovative design of IS, but on the question of which influencing
factors, character traits or experiences in dealing with technology cause a user to accept
an information system or a business solution (Eisenhardt 1989; Nunamaker Jr et al. 1990;
Recker 2015). The result of behavioural research is, therefore, usually a model that

explains or predicts certain aspects of human behaviour or perception and their influence
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on IS and business solutions (Osterle et al. 2011; Recker 2015). With the help of this
approach, it is possible to analyse the needs of digital users. Behavioural research
contributes to gaining intersubjectively comprehensible insights into the use and

acceptance of IS and business solutions by users (Gregor 2006; Nunamaker Jr et al. 1990;
Recker 2015).

3.2 Research Methods

This section summarises the research methods used in this dissertation project and the
underlying publications. The attached Table 3-2 provides a clear overview. As explained
in Chapter 1 and illustrated in particular in Figure 1-1, the research questions provide the
frame of reference for the use of the associated research methods - these are also listed
here in the appropriate order. Each research method was identified, selected, and used to
answer the RQ1-6 derived from the research objective (Section 1.2) in terms of best
possible stringency. A corresponding overview of the research methods used in relation
to the frames of reference used in the thesis follows. In the following, the research
methods Grounded Theory, Sentiment Analysis, Text Mining, Case Study Research,
Design Science Research and Action Research are presented.

Table 3-2: Overview of the research methods used

RQ Publication | Method Section | Primary data Secondary data Area
RQ1 | P1;P2 Grounded | 3.2.1 Interviews Literature review; HF
Theory RPA development
documents; RPA test
logs
RQ2 | P3 Sentiment | 3.2.2 Newspaper Literature review HF
Analysis articles
RQ3 | P4; P5 Text 323 Job Literature review HF
Mining advertisements
RQ4 | P6; P7; P8; | Case 324 Interviews Literature review; HT
P9; P10; Study RPA development
P11 Research documents; RPA test

logs; PM event logs;
PM execution logs;

PM error logs
RQ5 | P12; P13 Design 3.2.5 Interviews Literature review; HT
Science RPA development
Research documents; RPA test

logs; PM event logs;
PM execution logs;

PM error logs
RQ6 | P14; P15 Action 3.2.6 Interviews Literature review; HT
Research RPA development

documents; RPA test
logs; PM event logs;
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PM execution logs;
PM error logs

3.2.1 Grounded Theory

,,Grounded theory is not just a coding technique, but offers a comprehensive method of
theory generation. In fact, one of the attractions of grounded theory for information
systems researchers is the promise that it will help us to develop new theories of
information systems phenomena - theories that are firmly grounded in empirical

phenomena.*
Urquhart et al. (2010).

If one follows what mentioned at the beginning, Grounded Theory research should be the
first method used in a research process, since the goal is to develop new theories
(Eisenhardt 1989; Glaser and Strauss 2017). Grounded Theory is a qualitative
methodology used in the collection and analysis of data. Social scientists Barney Glaser
and Anselm Strauss (2017) developed and implemented Grounded Theory to help
sociologists systematically collect and analyse data in the process of theory development.
Theory development in grounded theory research goes beyond the descriptive phase of
qualitative research and interprets comprehensive data sources and extracts concepts to

explain phenomena.

For research question RQ1, it is significant that data from many different perspectives are
collected during theory building to find connections within a phenomenon. The result is
an explanatory theory that expands the knowledge base of a phenomenon by uncovering
fundamental features and structures (Glaser and Strauss 2017; Urquhart et al. 2010). The
methodology aims to analyse patterns and connections of a core or central process that
transcends time and place (Chun Tie et al. 2019). The juxtaposition of concepts creates
the possibility of grouping different data sources under one representation, making
Grounded Theory methodology a combination of data collection, analysis, and theory
building (Chun Tie et al. 2019; Glaser and Strauss 2017).

In P1, a Grounded Theory study was conducted with reference to RQ1 to identify the
drivers and barriers to the adoption and use of innovative process technologies as
summarised in Figure 3-2. P1 relies quite rigorously on extensive data and derivative
contributions to theories of technology adoption in using this methodology, six interviews
served as the primary data source, using observations and literature as a means of

triangulating the study (Charmaz 2014; Chun Tie et al. 2019). The interview data was
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collected using an interview protocol and heuristically coded independently by the

authors using software specifically designed for Grounded Theory.

1%-Order Codes 27d-Order Concepts
El>[ Usability
( Compatibility Tech. Quality
Factors
[ Reliability
[ Training Availability -
= ' Learnability
{ Training Quality Factors
{ Training Duration
Hel T
P Organizational
Manag. Support Factors
Job Relevance
{ Intrinsic motivation Personal
[ Self-Efficiency Factors
[ Pers. Innovatieveness

Figure 3-2: Constructs that emerged in P3 through the application of Grounded Theory

P2 explores the potential barriers and drivers of end-user adoption of RPA technology in
particularly sensitive process areas. For this purpose, the grounded theory method was
used within a health authority to determine which factors influence the intention to use
and the benefits of such solutions. Figure 3-3 shows the research process of the grounded

theory method used in P2.
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Figure 3-3: Research process of the grounded theory method used in P2.

3.2.2  Sentiment Analysis

,wince early 2000, sentiment analysis has grown to be one of the most active research
areas in natural language processing. It is also widely studied in data mining, Web
mining, and text mining. In fact, it has spread from computer science to management

sciences and social sciences due to its importance to business and society as a whole.*
Liu (2010)

The field of sentiment analysis has recently received much attention from researchers. In
addition to the term sentiment analysis, other terms have emerged in the scientific
community to describe slightly different tasks, e.g., opinion mining, sentiment mining,
subjectivity analysis, affect analysis, emotion analysis, review mining, etc (Chintalapudi
et al. 2021; Ravi and Ravi 2015).

Much of the early research on textual information processing still focused on information
extraction and retrieval, e.g., information retrieval, text classification or text clustering.
Vinodhini and Chandrasekaran (2012) cite three factors that have led to a huge increase

in sentiment analysis research activities in recent years:
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1) The rise of machine learning methods in natural language processing and
information retrieval
2) The availability of datasets on which machine learning algorithms can be trained,
due to the development of the internet
3) The realisation of the commercial and intelligence applications that this field
offers
Especially with the increasing spread of internet-based platforms and social media, the
sentiment analysis has arisen out of this necessity (Liu 2010; Vinodhini and
Chandrasekaran 2012)
Vinodhini and Chandrasekaran (2012) explain that sentiment analysis is concerned with
the computational treatment of opinions, sentiments, and subjectivity in texts. In natural
language processing, sentiment analysis includes various aspects that deal with how
information about emotions, attitudes, perspectives, and social identities are conveyed in
language (Pang and Lee 2008; Ravi and Ravi 2015). The procedure of an opinion mining
analysis is like that of text mining, which is basically divided into data acquisition, pre-
processing and knowledge acquisition (Liu and Zhang 2012). As with web mining, data
collection is done using web crawlers, hypertext (HTML) parsers or special application
programming interface (API) provided by individual websites as an interface. As with
text mining, continuous texts are also analysed in opinion mining (Liu 2010; Zhang et al.
2018). This means that, again, unstructured texts serve as the data source. In sentiment
analysis, the knowledge acquisition part represents the classification of opinion
orientation (Pang and Lee 2008; Schumaker et al. 2012).

In P2, a sentiment analysis of the public perception of RPA in the light of different
theories and a comparison with other technologies was exercised and this is how RQ2
was addressed. The applied methodology allows for a deeper understanding of the public
perception of RPA in relation to this thesis and the related research question, which allows
for a deconstruction and conclusion on possible success and failure factors of RPA
projects. Building on these observations, P2 aims to use sentiment analysis to develop
such a deeper understanding of public perceptions of RPA and to pursue the research
goals. To this end, P2 analyses how public perceptions of RPA evolve over time in a
descriptive manner. For this purpose, the methodology of sentiment analysis was applied
to several published news articles on the topic of RPA. It was thus possible, against the
background of this thesis, to assess the quantity of news articles over time, the sentiment
of these news articles in terms of polarity, the sentiment of these news articles in terms of
subjectivity or objectivity and the predominant themes using topic modelling. Secondly,
in P2, the results of this descriptive analysis were classified and compared with existing
theories of the technology life cycle, with previous analyses of the life cycles of other

technologies and with academic literature on RPA.
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3.2.3 Text Mining

»The benefit of text mining comes with the large amount of valuable information latent
in texts which is not available in classical structured data formats for various reasons:
text has always been the default way of storing information for hundreds of years, and

mainly time, personal and cost contraints prohibit us from bringing texts into well

structured formats*
Feinerer et al. (2008)

In contrast to data mining, text mining deals with the analysis of unstructured texts. A
fundamental problem in the automated analysis of text lies in its unstructured nature
(Allahyari et al. 2017; Feinerer et al. 2008). To be able to process such data, it is necessary
to prepare the data material. The goal is to convert the data into a clearly structured
schema that remains the same across all data sets. For the procedure of a text mining
analysis, the following steps according to Aggarwal and Zhai (2012) , Feldman and
Sanger (2008) , and Manning et al. (2009) are shown in Figure 3-4.

‘ Text Mining ‘ ‘ User ‘

1 2 3 4 5

GATHER PREPROCESS INDEXING MINING ANALYSIS
Document collection Data preparation and Quick acces to stored Algorithms, Human analysis.
build or corpus. transformation. data. inferences and Navigation.
Search. knowledge extraction.

Crawling robots Reading and
acting on any Natural Language Information interpretation of the
enviroment Processing (NLP) Retrieval (IR) Data Mining (DM) data

Figure 3-4: Steps of text mining Process

The first step is to set a goal whose achievement is measurable (Feinerer et al. 2008;
Feldman and Sanger 2008). The second step is to identify a set of relevant documents
based on the objective (Feinerer et al. 2008; Feldman and Sanger 2008). Once a set of
documents is available, they must be converted into a structured form in step three. To do
this, various features are extracted from the text and all documents are brought into a
uniform form. The methods most used here are tokenisation, part-of-speech tagging and
lemmatisation (Feinerer et al. 2008; Feldman and Sanger 2008). Tokenisation attempts to
recognise words from a continuous text. Part-of-speech tagging is the assignment of
words and punctuation marks in a text to word types (Feinerer et al. 2008; Manning et al.
2009). For this purpose, both the definition of the word and the context are considered.

Lemmatisation attempts to convert all words into their basic grammatical form. After this
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pre-processing, the actual analysis can take place in step four. The methods used here
correspond largely to those of data mining (Feinerer et al. 2008; Manning et al. 2009). In
step five, the results obtained through the analysis are interpreted and evaluated for their
validity (Feldman and Sanger 2008; Manning et al. 2009).

For P3, this thesis summarise a snapshot of current digitisation-related job advertisements
and the drain contained I T-related skills and abilities in Germany by applying text mining
algorithms and statistical analysis to 800 job advertisements crawled on the internet.
Regularly crawling the job posting website for several months to obtain all job postings
that match the search term digi*. These search results therefore contain words like digital,
digitise and digitisation in different meanings and contexts. In P4, this thesis investigate
the extent to which the Covid-19 pandemic has affected the supply of jobs in the public
sector in Germany and target IT resources and IT-relevant skills and competencies. The
use of text mining methods, especially topic modelling, as shown for P3 in Figure 3-5,
makes it possible to answer RQ3 against the background of the stacked research

objectives.

The collection of raw data in P3-4 on job vacancies was followed by several steps of data
processing and qualitative iteration of data cleaning, in which this thesis discussed,
categorised, and clustered the data characteristics. In P3, this thesis first reviewed the raw
crawled job ad texts to discuss the overall data set and identify typical recurring content.
From this, four main categories were formed for coding all the crawled job

advertisements.
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Figure 3-5: P3 research process and procedure

In the research process of P3-4, analysis was required to extract structured information
from partially structured or unstructured job advertisements. This included correcting
missing values, normalising, and discretising job ads, and pre-processing the text to
remove and replace embedded characters that could affect the content of the analysis
(Feinerer et al. 2008; Feldman and Sanger 2008). Elimination of irrelevant stop words
was also done as part of the pre-processing (Feinerer et al. 2008; Feldman and Sanger
2008). Our goal was to reduce the text corpus by terms that occur frequently but do not
contribute to the meaningfulness. In the German job advertisements, these are mainly
articles, pronouns, and some adjectives. For this processing step, an extensive stop word

list was created that covers about 40-50% of the entire text content.

In P3, algorithms for categorisation were applied in each case. The research design
considered k-nearest neighbours’ algorithm and Naive-Bayes, which have been
intensively discussed in the literature (Islam et al. 2007; Rosa and Ebecken 2003). Both
variants were investigated for their suitability for job classification. The probabilistic
classifiers group terms of equal frequency together, as queries otherwise only provide
general results. By grouping, the classifier has an average frequency of occurrence and

can thus be considered a suitable attribute for the individual class descriptions.

Topic modelling was also used in P3-P4, a method that has become increasingly popular
in research in recent years (Allahyari et al. 2017; Jelodar et al. 2019). Topic modelling
describes a group of statistical procedures that allow inferences to be made about the
thematic structure of the individual job ad in the ad collection (Debortoli et al. 2016). The

algorithms also determine the thematic relevance of the respective job ads (Jelodar et al.
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2019; Murawski and Bick 2017). In contrast to keyword tools, the topic modelling used
does not only reveal keywords and topics that appear in the job ads. Rather, it reveals the
semantic relevance and context of the words and phrases (Murawski and Bick 2017;
Schmiedel et al. 2019).

In this step, P3-P4 apply the Latent Dirichlet Allocation (LDA) topic modelling technique
to domain-centred job data along with other feature engineering methods to define the
features of a job advertisement and a desired job profile. The LDA algorithm was chosen
because it can generate higher dimensional topics than other common algorithms (Blei
2012; Jelodar et al. 2019; Wallach et al. 2009). To this end, text mining algorithms are
used to analyse various HR needs - via job advertisements - for their relevant content
contribution to the concept of digitisation through a constructive mechanism (Debortoli
etal. 2016; Wallach et al. 2009). This has likewise enabled to gain in-depth understanding
of the benefit intentions, the skill and competence profile of the users of PM and RPA
technology.

3.24  Case Study Research

»Interpretive research can help IS researchers to understand human thought and action
in social and organizational contexts, it has the potential to produce deep insights into
information systems phenomena including the management of information systems and

information systems development
Klein and Myers (1999)

,»The strengths of qualitative methods relate primarily to the understanding of a
system’s specific context of development and use, the ways developers and users
perceive the system, and the processes by which the system is accepted, rejected, or
adapted to a particular setting. We believe that these are crucial issues for the

development, implementation, and evaluation of computer information systems.
Kaplan and Maxwell (2005)

In terms of questions, Yin (2018) states that research that addresses ,,sjow* and ,,why* is
explanatory and that case studies, as opposed to quantitative methods, are the preferred
strategy for asking such questions. The relevant literature confirms that the decision to
focus on qualitative case studies stems from the fact that this design is chosen precisely
because research is interested in insights, discoveries, and interpretations rather than
hypothesis testing (Kaplan and Maxwell 2005; Myers and Avison 2002; Pereira et al.

2013; Yin 2018). Moreover, case studies are chosen when the researcher has little control
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over events and when the focus of the research is on a contemporary phenomenon in a
real-world context (Yin 2018). Case study research copes with the technically different
situation where there are many more variables of interest than data points, and usually
relies on multiple sources of evidence, bringing the data together in a triangulating way
(Myers and Avison 2002).

In summary, the literature usually cites three reasons why case study research is a useful
research strategy for business informatics. First, the case study allows the researcher to
study invasive species in a natural setting. Secondly, the case study enables the researcher
to learn about the state of the art. Thirdly, the case study enables the researcher to develop
theories based on practical experience (Flick et al. 2004; Pereira et al. 2013; Yin 2018).
According to Yin (2018) and Flick et al. (2004) there are three basic types of case studies,
depending on their purpose:

1. Intrinsic case study: In this type of study, the case is chosen because of its
uniqueness or exceptionality. The aim is to better understand a particular case

rather than to understand or test a theory or develop a new theoretical explanation.

2. Instrumental case study: In this type of case study, the case is of secondary
importance. The aim is to help the researcher better understand an external

theoretical question or problem.

3. Collective case study: The study of several instrumental case studies is the main

feature of this type.

The case studies conducted in P6 and P8-P11 belonged to the ,,/ntrinsic case studies* as
the aim was to better understand the intrinsic aspects of an individual case, i.e., the main
characteristics of the case according to the literature or the actions taken. The case study
conducted in P7 belongs to the ,,instrumental case studies* as it was used to better
understand an underlying theory. Table 3-3 shows which case studies were used in this
thesis and how exactly they are composed in terms of content. The table is broken down
by the publication number (see Section 1.2 in chapter 1), the number of case studies and
case study partners investigated, the number of data collected (mainly interviews), the

type of case study according to the previous explanations and the case design.

Table 3-3: Overview of the case study research included in this thesis

Publication | Number of case studies | Quantity of surveys | Case Type Case Design
P6 3 19 Intrinsic Multiple Case
P7 1 30 Instrumental | Single Case
P8 1 18 Intrinsic Single Case
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P9 5 5 Intrinsic Multiple Case
P10 1 41 Intrinsic Single Case
P11 11 36 Intrinsic Multiple Case

Recker (2021) compares the single case design with the multiple case design depending

on the research objective. According to this, a single case study is suitable if:

— Firstly, it is an informative case, i.e., a situation that was not previously accessible

to scientific investigation; this was the case in P8 and P10. In P10, case study

research was used to investigate the transformation and adaptation of specific

planning tools from the ideas of a digital twin to realise an integrated business

process in a specific public administration environment. P8 analysed the real-

world utility of data anonymisation techniques for PM and the assessment of their

suitability for privacy protection in the specific context of healthcare.

— Secondly, it is a critical case to test a well-formulated theory, which applies to P7.

In P7 a case study was used to show how the concept of ,.flexibility by design*

theory can be influenced by RPA and how exactly flexibility in process execution

can be achieved with it.
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Figure 3-6: Case Study Research Process of P7
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On the other hand, a multiple case design is used when the aim of the research is to

describe, theorise or test the theory or hypothesis (Yin 2018). For this purpose, against
the background of chapter 1.2, this thesis uses P6, P9 and P11. Figure 3-6 shows how the
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case study research process was conducted in P9. In P9, multiple case study research was
conducted to investigate the possibility of autonomous development of process
automation by the healthcare end-user. To this end, several qualitative case studies were
conducted to understand what factors influence the ease of use, intention to use and

usefulness of existing RPA solutions.

Regarding the research objective derived in chapter 1.2, the research methodology is
particularly well suited in the form of both single study and multi case study, as the
method can make a valuable contribution to the progress of knowledge of RQ4 -

especially because it is explicitly suitable for testing hypotheses in the field

3.2.5 Design Science Research

,wince design is both a noun and a verb, design is both a product and a process. As a
product, a design is a plan of something to be done or produced; as a process, to design
is to so plan and proportion the parts of a machine or structure that all requirements
will be satisfied. Thus a design theory must have two aspects one dealing with the

product and one dealing with the process of design.*
Walls et al. (1992)

Design science research (DSR), as already presented in detail in Section 3.1.1, is one of

the two important paradigms of contemporary IS research.

Design science develops and evaluates IT artefacts to solve identified organisational
problems. DSR projects contribute to theory by generating two types of knowledge:
descriptive and prescriptive knowledge. Descriptive knowledge is the ,,what knowledge
about natural phenomena and the laws and regularities between phenomena, while

prescriptive knowledge explains the ,,sJow* of man-made artefacts (Beck et al. 2013).

DSR has been conducted in many IS research contexts, e.g., digital platforms (Costa et
al. 2020), supply-chains (Wagner and Thakur-Weigold 2018), electronic health (Beinke
etal. 2019). Over time, different methodologies for conducting DSR have been developed
(Gregor et al. 2020). One of the most established conceptualisations of DSR in research
is the framework proposed by Hevner et al (2004), as shown in Figure 3-7.
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Figure 3-7: Information Systems Research Framework according to Hevner et al. (2004)

Hevner et al. (2004) propose a distinction between relevance, rigour, and design cycles
relevant to the conduct of DSR research. The rigour cycle is used to derive findings from
the scientific literature and enable researchers to apply them in the research context. The
relevance cycles help to ensure the relevance of the DSR project by anchoring it in a
practical setting. Using qualitative or quantitative research approaches, researchers
identify the needs of the business community in a particular area. Building on the findings
from science and practice, DSR projects then iteratively create and evaluate artefacts in
design cycles. Many aspects of the framework are reflected in DSR methods (Peffers et
al. 2012a).

One widely cited method is that of Peffers et al. (2012a), which the authors call the DSR
Method (DSRM). It applies Hevner's framework by emphasising iterative design and
evaluation cycles. In addition, like Hevner's relevance cycle, the DSRM encourages
researchers to identify their problems in practice. The DSRM adds value by putting the
phases in a logical order (Peffers et al. 2012a; vom Brocke and Maedche 2019).

As a result of academic discourse, the term DSR has been used consistently in the
literature since 2011. Gregor et al. (2020) compiled various characteristics of DSR from
different sources in 2020. According to them, the goal of DSR is the development of
solutions to human-defined problems and the closely related pursuit of a practical benefit
for the user of the solution. Practical utility often motivates the requirement for practical
relevance of the problem as another important feature. This is also an important feature
of DSR. In addition, the emergence of new knowledge while designing and applying the
artefact is undisputed. Another feature of DSR is its normativity, Osterle et al. (2011)
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describe design-oriented business informatics as a normative discipline in the much-

acclaimed Memorandum of Business Informatics.

Following the dichotomy of business informatics already mentioned in Section 3.1, there
has long been disagreement about the exact object of an artefact. The basic scientific
consensus in IS research has defined four types of artefacts (Peffers et al. 2012a; Davison
et al. 2004; Baskerville 1999; Recker 2021): Algorithms and procedures, instantiations,
implementations, and prototypes. Pfeffers (2012a) took this up and identified two further
types of artefacts by dividing the artefact type methods into algorithms and methods and

the artefact type models into frameworks and models.

In P12, following Peffers et al. (2012a), three evaluation cycles were used, implementing
three different evaluation types. Since methods can be defined as artefacts of design
science, in P12 PM was added to the existing Six Sigma method. This was done by
designing a separate method artefact that, in the spirit of RQS5, enables the implantation,
application and use of PM counter-knowledge. Figure 3-8 illustrates this research process
of P12 using the DSR grid framework according to vom Brocke and Maedche (2019b).

4 N

Design Science Research Project Grid: Process Mining for Six Sigma

Problem Research Process Solution

Data analysis limitations of
classical Six Sigma approach.
Big data sources and digital
process traces are typically
not targeted and utilised

After developing a method
how to combine Six Sigma
and Process Mining (PM),
three evaluation cycles are
executed to refine and further

A method including a set of
proposed situations and
scenarios how Process
Mining can be used in all five
DMAIC phases of Six Sigma

during Six Sigma projects. develop its validity and projects.
usability.
Input Knowledge Concepts Output Knowledge

Current body of knowledge
how classical Six Sigma
projects use data analysis
methods and the DMAIC
approach. PM theory and
current PM software
capabilities.

Process Mining, Six Sigma,
DMAIC, Big Data Analytics,
Data Mining.

Designed and evaluated
method how to use PM in Six
Sigma projects, including
recommendations for the
potential applicability of three
types of PM in each DMAIC
phase.

\_

/

Figure 3-8: The DSR Grid framework of P12

P12 uses two cycles of relevance in the DSR context with the technical experiment and

case study and one cycle of rigour with the expert workshop. In view of the underlying
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research objective of this thesis and the link to RQS5, three design cycles were conducted
during the research project that generated changes and design knowledge on the details
of the method artefact against the background of the application of PM in the Six Sigma
context.

In P13, a model (and the underlying algorithm) is the artefact to be developed using DSR.
For this purpose, a four-stage DSR approach is used. Structured multi-stage qualitative
expert interviews are conducted within the DSR cycles with the aim of model building.
The resulting model generates a systematic approach to the suitability analysis of business
processes for RPA. In terms of the underlying research objective of the thesis and the link
to RQS, it considers the economic, technological and process criteria and enables a
subsequent categorisation and prioritisation. Figure 3-9 describes the four iterations of
the DSR build assessment process in P13.

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 4 Synopsis

’l/' \\\I
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Figure 3-9: DSR build-evaluation process in P13

3.2.6 Action Research

»The domain of information systems action research is clearest where the human
organization interacts with information systems. The domain must also be one where a
contingent value can be attached to the findings. The research addresses a specific
social setting, although it will generate knowledge that enhances the development of
general theory. Action research aims for an understanding of a complex human process

rather than prescribing a universal social law*
Baskerville 1999

Action research is based on the idea that complex phenomena can be effectively
penetrated by changing them and studying their effects (Kemmis 2014; Peffers et al.
2007). The focus is thus on intervention that addresses concrete problems and aims to
bring about change, but without neglecting the acquisition of theoretical knowledge

(Davison et al. 2004; Sein et al. 2011). This research method is a way to actively intervene
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in the research and solve problems, like the case study research from Section 3.2.3,
without being accused of not being able to distinguish direct influences (Kemmis 2014;
Peffers et al. 2007). Action research is usually conducted in close collaboration between
researchers and subjects in several iterations (Kemmis 2014). It is based on shared
learning between the researcher and the subjects involved (Baskerville 1999; Davison et
al. 2004; Kemmis 2014).

A cyclical process is followed, as Figure 3-9 and Figure 3-10 shows: Potential problems
are identified by gathering information, often through interviews (Kemmis 2014; Peffers
et al. 2007). Then an attempt is made to question these problems discursively and finally
to overcome them. For this purpose, alternative courses of action are constantly developed
and compiled in an action plan (Baskerville and Wood-Harper 1996, Peffers et al. 2007).
This procedure is then tested. This is followed by a survey phase again, which leads to an
adjustment of the action plan if necessary (Davison et al. 2004; Peffers et al. 2007).
Against the background of this thesis and the research objective listed in chapter 1.2, there
are two features that make the use of this research method seem reasonable, because the
two main premises of action research are basically fulfilled by the postulated research
objective (Kemmis 2014; Peffers et al. 2007): Firstly, the intention to bring about change
in an area using information technology, and secondly, the fundamental aim of generating

knowledge about it.

Due to the intervention in practice and the possible development of concrete solutions to
problems, action research is a research process that differs significantly from, for
example, case study research in Section 3.2.3. In contrast to the methodology of case
study research, where a researcher as an uninvolved observer tries to get a picture of
reality, the action researcher consciously exerts influence on the field (Baskerville and
Wood-Harper 1996; Davison et al. 2004; Kemmis 2014). This influence can range from
participant observation to active intervention in the actions of the participants (Peffers et
al. 2007; Sein et al. 2011). Thus, as a rule, in the context of action research, the planning,
design and implementation of the action as well as the reflection are carried out together
(Davison et al. 2004; Kock 2004; Sein et al. 2011).

In P14, action research was used to better understand what problems PM has in
implementing and using it for audit. Action research is defined in P14 as a problem- and
solution-oriented method to initiate sustainable change that focuses on both theory and
practice. P14 aims to use action research to apply and add to existing knowledge, in this
case the barriers and inherent problems PM poses for use and process management in the
audit context. This was done through an iterative process of promoting relevance in a

situated practice through a six-month collaboration with an IT audit firm. The authors
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conducted participant observations and ad hoc conversations to collectively frame the

problem. The research activities are explained in more detail in Figure 3-10.

Problem &
Demand

N

/ Data Collection \ / Data Collection \ / Data Collection \

Evaluation A Feedback Evaluation A Feedback Evaluation A Feedback
=== DS | ] G |
Implementation Analysis  Implementation Analysis  Implementation Analysis

AN 7 AN 7 AN 7

Action Planning Action Planning Action Planning

Cycle 1 » Cycle 2 » Cycle 3
Figure 3-10: Action research process of P14

Three problem-solving cycles involving staff and managers were conducted to ensure

relevance and shared learning from the situation.

P15 applies action research to analyse the applicability of RPA in the public sector. The
related research process is shown abstractly in Figure 3-11. By training staff in RPA and
disseminating the methods and tools, this thesis influences the progress of RPA
development. The authors of P15 actively accompany the RPA development and are
integrated into the project team. They develop their own solutions as well as joint
solutions with the members of the development team. The development process is
captured through various documentation such as the RPA execution logs, project status
reports, RPA solution development histories and project documentation. The data
collection reflects the metaphase of the action research in P15 and is continuously realised
within the research cycles. Once an RPA solution is available, the development process

is reflected through interviews with staff and data collection is completed accordingly.
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Figure 3-11: Action research process of P15

The results thus obtained in P14 and P15 are not understood as isolated, static
information, but as dynamic moments within a change process. The use of action research
aims, therefore, to make action contexts and patterns of interpretation clear and not, as in
traditional research, to test hypotheses/theories about relationship contexts between
independent and dependent variables. In the context of this thesis and chapter 1.2, it is
important to note that the hypotheses formulated by RQ1-3 are also presented here as
alternatives for action in the change process regarding specific design goals. The analysis
and interpretation of these formed hypotheses takes place in discussion with the
stakeholders and possible results are iteratively recouped in the discourse with the
research subjects. This is done in order to check the validity of the hypotheses with regard
to their orientation and, if necessary, to gain new insights. Action research as such is
therefore particularly suitable for the last part of the HT proposed here in this thesis
(Kemmis 2014; Sein et al. 2011).
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4 Main Results

The research findings of this thesis are presented in the following sections. They are

structured according to the six RQs in Section 1 (especially represented in Figure 1-2).

First, a grounded theory is used in Section 4.1 to develop a theory for the RQ1 ,,What are
the drivers and barriers for RPA and PM adoption®. Concerning the research question,
P1 aims to provide a deeper perspective and understanding of the drivers and barriers to
the adoption and use of innovative process technologies. P2 investigates, to the research
question, the potential barriers, and drivers for the use of RPA technologies in particularly
sensitive process areas (here: healthcare). This is done in order to find out which factors
influence the intention to use such automation solutions and which hypotheses can be

derived from this.

In Section 4.2, RQ2 ,,What are the main positive and negative issues in the life cycle of
RPA technology?* is answered using a sentiment analysis. With the research questions in
mind, P3 applies sentiment analysis to over 95,000 news articles about RPA published
between August 2015 and September 2020 to investigate the public perception of RPA.
Through sentiment analysis and topic modelling, it is possible to identify positive as well
as negative and subjective as well as objective views. Further, it is possible to find the
most important and common topics in the news media. In relation to the research question,

this helps to derive hypotheses for this thesis.

Section 4.3 covers RQ3 ,,What conclusions can be drawn from job advertisements in
relation to the diffusion, use and implementation of RPA and PM?*. In this context, P5
addresses a snapshot of current digitalisation-related recruitment in Germany by applying
text-mining algorithms and statistical analysis to 6,661 crawled job advertisements to
illustrate how public institutions shape their organisations, their strategies, processes, and
required competences. Using quantitative text analysis and descriptive statistics, P4 also
analyses the demand for IT skills profiles and IT-related job offers on a comparable basis.
This serves to capture possible RPA- and PM-related skills and competence profiles for
employees. Additionally, the intentions to use the technologies by public institutions and
possible forms of job design regarding these technologies were identified. The hypotheses
for this thesis are then derived from this. P4 reports the results of a research project on
the impact of the Covid-19 pandemic on the public sector labour market in the context of
RQ3. About the RQ, the job offer in the public sector in Germany and the development

of certain job types are systematically analysed.

Section 4.4 takes up the obtained and formed hypotheses from the research questions
RQ1-3 (Sections 4.1-4.3) and deals with the subsequent RQS5 ,,What are the drivers,
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barriers and impacts in the use of RPA and PM in practice and what optimisation
opportunities can be derived?*. Against this background, the Critical Success Factors
(CSF) for RPA are initially analysed in P6 using corresponding contextual clusters.
Building on previous literature on CSF, it is assessed to what extent the identified success
factors are RPA-specific or also apply to other process improvement efforts in general.
In P7, against the background of RQS5, a case study examines how the concept of
flexibility-by-design can be influenced by RPA in the sensitive environment of
healthcare and how exactly flexibility in process execution can be achieved with it.
Furthermore, P7 shows which optimisation possibilities RPA offers to make rigid process
models in existing healthcare processes more flexible. In P8, the current debate on PM is
taken up and examined based on a case study, such as the actual benefits of these
technique for anonymising process data and assessing their suitability for privacy
protection. P9, in terms of the research objective of this thesis, explores the possibility of
autonomous development of process automation by the healthcare end-user through a
case study to understand what factors influence the ease of use, intention to use, and
benefits of such automation solutions. P10 explores, using case study research, how the
transformation and customisation of specific planning tools for RPA enables the
realisation of integrated business processes based on digital twins. P11 also uses case
studies to explore the impact of RPA in an industrial environment and the public sector.
Regarding RQ4 ,,What are the drivers, barriers, and impacts when using RPA and PM in
practice, and what optimisation opportunities can be derived from this?*, the
optimisation effects of RPA can be measured and insights into different factors of

integration performance into BPM can be gained.

Section 4.5 takes up the obtained and formed hypotheses from the research questions
RQ1-3 (Sections 4.1-4.3) and addresses the subsequent RQS5 ,,How can process
management be optimised by RPA and PM?*. P12 deals with a DSR project in which a
method for integrating PM into the Six Sigma process management approach was
developed and evaluated. This method is developed and further refined in three evaluation
cycles through an expert evaluation, a technical experiment, and case studies in the
company. This generates construction knowledge for the integration of PM into Six

Sigma in relation to the research question.

In P13, a DSR project is carried out with the aim of creating a model. For this purpose, a
new assessment model for detailed measurement and potential analysis of RPA
technology is designed, developed, and evaluated in four cycles. Against the background
of RQS5, P12 provides a systematic approach to analysing process suitability for BPM,

considering economic, technological, and process-related criteria and enabling a
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subsequent prioritisation of processes in terms of their suitability for RPA

implementation.

Section 4.6 takes up the obtained and formed hypotheses from research questions RQ1-3
(Sections 4.1-4.3) and addresses the subsequent RQ6 ,,How can - firstly - process
management and - secondly - processes be optimised by RPA and PM?*. P14 addresses
the problem of integrating PM into the existing process value construct of activities
related to business review using action research against the background of RQ6. As a
result of P14, first design approaches for the integration of PM are obtained and evaluated.
In P15, against the background of RQ6, approaches for accelerated and flexible
development of RPA solutions for the automation of existing administrative processes in
an affected health authority in Germany will be investigated by means of action research.
As a result, approaches for a faster and less complex integration into the existing process
management and the faster development of RPA solutions in a very fast scaling and at
the same time very heterogeneous IT system landscape are elaborated and evaluated in
P15.

4.1 Hypothesis Formation

4.1.1 By Grounded Theory

What are the drivers and barriers for the adoption of RPA and PM?

In P1, a grounded theory study was conducted in professional football to identify the
drivers and barriers for the adoption and use of innovative process technologies. In doing
so, P1 drew on extensive data from a successful first division football club and a
traditional third division football club and derived contributions to theories on technology

adoption.



72 Main Results
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Figure 4-1: Constructs as a result of the grounded theory of P1

In the grounded theory study conducted there, five constructs emerged as a result that
influence the introduction and use of innovative process technologies. Figure 4-1 shows
the identified constructs that influence the adoption and use of innovative process
technologies according to P1 (new constructs are highlighted in dark grey). Building on
these findings, P1 reviewed the existing literature to gain a deeper understanding of these
constructs. It was found that three of the constructs formed have been extensively
addressed in previous research, while the other two appear to be new (Fernandes and
Oliveira 2021; Maranguni¢ and Grani¢ 2015; Taherdoost 2018). With respect to the
overall research object of ,,Generate prescriptive knowledge for the design of Robotic
Process Automation and Process Mining for improving process management*, the first
two constructs that emerged from the empirical data in P1 were expected process
efficiency gains and expected process effectiveness gains. The results in P1 show that
innovative process technologies are adopted and used when the organisation and its
decision makers expect an increase in process efficiency (i.e., an improvement in resource
use to achieve the same outcomes) and an increase in process effectiveness (i.e., an
improvement in value to the customer - e.g., in terms of service quality). Constructs such
as these have a long tradition in both BPM and information technology research (Bagozzi
2007; Venkatesh et al. 2012). Against the backdrop of these thesis and RQ1, technology
acceptance research shows that the extent to which a person believes that using a
particular system would improve their job performance is an important driver for the

adoption and use of a system (Davis 1989). Similarly, the literature argues that one of the
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drivers of technology use is expected outcomes, i.e., the expected performance-related
consequences of behaviour (Bessant et al. 2001; Ratchford and Ratchford 2021). A closer
analysis of the existing literature in P1 shows that earlier publications also distinguish
between efficiency and effectiveness (Compeau and Higgins 1995; Williams et al. 2015).
For example, Plattfaut and Niehaves (2015) also measure efficiency and effectiveness as

elements of the ancestral tendencies of individual IT innovation use.

In relation to the results of this thesis and the RQI1, ,,Perceived Ease of Use* could be
identified as a third construct in P1. This refers to the ease or difficulty of adopting an
innovative process technology. This construct is also well known in various scientific
disciplines and especially in the literature on technology adoption (Davis 1989; Fernandes
and Oliveira 2021). However, for the purpose of this thesis, P1 found differences in
»Perceived Ease of Use* between simpler innovative process technologies, such as RPA,
and more complex technologies like artificial intelligence. One reason why RPA was
more likely to be adopted was concluded to be the ease of use of the technology, with
RPA being easier to implement than other innovative process technologies (Lacity and
Willcocks 2018; Mendling et al. 2018; Roglinger et al. 2022; van Looy 2021).

In relation to RQ1 and the role of hypothesis formation, in P1, unlike the first three
constructs, perceived (positive) market pull could not be explicitly mentioned in the
existing literature on technology adoption and is, therefore, a contribution of the present
grounded theory study. Perceived (positive) market pull refers to the two underlying
constructs of sponsor and competitor pull. On the one hand, the research subjects strive
for an innovative image which is transported with the use of the technology. On the other
hand, it was found in P1 that the research subjects are more likely to invest in innovative

process technologies if the competitors as well invest.

In relation to this research design and RQ1, P1 also reveals a new barrier to organisational
adoption of innovative process technology. P1 then identifies ,,Perceived Perception of
Customers* as the negative portrayal of the technology (e.g. ,,yobotic*) that has created
fears among respondents that have reduced acceptance of the technology. This has been
observed in P1 mainly in areas that are closer to the customer (customer interaction,
operational processes, etc.) and less in areas that are more hidden from the customer (e.g.,

analysis of data).

Firstly, the perception that the research subjects want to participate in the innovative
image of the technology in the market to enhance some images. Decision makers who
have this perception are therefore more likely to adopt and use innovative process

technologies.
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Secondly, the perceived negative (end) customer perception is the fear that end customers
will lose loyalty if innovative process technologies are introduced, as these technologies

can negatively distort the brand image.

In P2, a grounded theory study was also conducted in which 17 RPA solutions were
independently developed and used by the test persons during the study period. As a result,
P2 found that the RPA application was able to perform processes in a measurably more
time-efficient manner. The nominal time saving (measured as effort per study participant)
compared to traditional data entry by a test person was up to 40%. With regard to RQI,
it could be shown that the subjects who successfully used stand-alone RPA solutions for

processes always did so with identifiable limitations and barriers to their intention to use.

15t - Order Codes Theoretical categories 2nd Order concepts

"For me it was too fast [..] it was not comprehensible [..] that is
problematic" (I4)

"the speed is very high [...] that is invisible" (I3)

"I have to be able to control it [...] I'm afraid of losing control" (I1)

"I can't control it because it runs directly" (I1)

"I always have to see what's happening [...] otherwise it won't work" (I4) Speed

"I need some kind of [feedback] when it didn't do things right, we had
cases in the past where things were just [...] skipped that [robot] can do
on its own if it has to report" (12)

"We must be able to see if there are errors because data is not in place
then old data is read in [...] that must not be there we must get a Feedback
[feedback] or something" (12)

"The robot should report back [...] on questions and problems it has [...]
not just continue to work silently" (I4)

" want to be able to understand exactly at the end [...] whether there
were problems here are built in the robot so things that it does not break
off directly [...] but we have problems that everyone must know if there .
is something missing [...] there must not simply be continued [...] that Documentation
must be made clear at the end" (12)

—»  Transparency

"it happened that I was there [...] something was changed, and I didn't
know about it" (14)

"everything you do you have to write down somehow [...] otherwise the
others don't know what happened" (I3)

"you have to document it, and you always have to document it, otherwise
you get confused" (I4)

"I wonder why it happened that way [...] I had to clarify it first because it
was not documented [...] what changes were made" (I1)

"that you can check again what happened [...] otherwise I can't control
[...] then I don't use it" (14)

"I have to be able to see what the [robot] has done [...]Jotherwise it doesn't
work for us [...] but that's the case for everyone here" (12)

"I have to be able to read exactly what it has done, then I can [control it]"
(1)

"we have something that I can read [...] here is what he did [...] then I go
in there myself and look and I can see that" (14)

—> Explainability

Change

"Somehow there should be something running along with it [..]
something where I can see [...] where it has started and what is next, i.e.,
which [process step] is to follow" (I3)

"There should be a timeline that shows where the robot is at the moment
[...] what it still has to do" (12)

"It would be good if it always showed what has been done [...] what will
be done in the future" (I1)

"That I can see what is happening right now [...]Jthat and that must be
shown there" (I3)

140000

Figure 4-2: Grounded theory data structure and coding results of P2

In terms of this thesis and the research question, the results of P2 show that the
participating subjects consistently selected the same types of processes for automation.
The selected processes do differ between the study participants in terms of systemic

implementation, e.g., the order of data input or output. However, the generally selected
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business process itself as well as the inputs and outputs required for it do not or hardly
differ between the study subjects. These are the processes of extracting and compiling
raw data, possible textual data transformations such as the exchange of master data, and
the transfer to a target system such as another documentation system. Archiving processes
such as the creation and storage of documents were also selected from all the study

objects.

As shown in Figure 4-2, the data analysis in P2 revealed that the derived theoretical
concepts can be divided into the six categories of speed, feedback, documentation,
protocols, change, and timeline. The superordinate constructs ,fransparency’ and
»explainability* were then formed as second-order concepts (cf. Figure 4-2). These were

increasingly addressed when using the RPA solution.

Therefore, the RPA solution was artificially slowed down by the RPA specialist, which
then led to the RPA solution being more understandable for all subjects. When looking at
RQ1, it becomes clear that RPA solutions often have the problem that they are not
properly documented during a project. This often leads to confusion and uncertainty
among the respondents about further use. This is characterised by the fact that the subjects
want to understand exactly how the RPA solution works. This includes more information
about what the solution does next and what it has done so far so that it becomes more
transparent, and the user can understand the process execution. In the context of
hypothesis formation, it is relevant that in P2 none of the subjects associated the scripting
language provided by the RPA development environment with sufficient transparency
and it was described as too complicated and rather confusing to use. Here, as a result of
P2, it became clear that a sufficiently comprehensible documentation of the RPA solution

1S necessary.

In P2, the lack of permanent feedback from the RPA environment was also identified,
which should not only stop in case of possible errors but also inform the user in time and
without gaps about missing values or wrong entries. Overall, the traceability factor was
an essential sub-result in P2 and, according to the participants' observations, should be
presented in a comprehensible and traceable form, e.g., as a ,timeline*, by logging the
activities of the RPA solution e.g., in the form of log files parallel to the process

execution.

In P2, a classification and comparison of the results with existing, mostly practice-
oriented studies on success factors or barriers were made, which investigate, analyse and
evaluate the introduction, use, and operation of RPA in different application contexts.
The relevant literature consistently identifies the following factors as the most essential

and prioritises the following drivers for RPA implementation: top management support,
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adequate involvement of all stakeholders, especially IT, and the establishment of a proof-
of-concept. For example, the factor ,,fop management support” is often cited as the
cooperation and continuously ensured support of management that implements RPA
possible in the first place. P2 shows that the success factors mentioned in the literature in
the form of ,,management support“, the ,,use of a proof-of-concept* and the ,,use of vendor
support* are also found in P2 but play a very minor role (Giiner et al. 2020; Ivanci¢ et al.
2019; Lacity and Willcocks 2016; Syed et al. 2020).

4.1.2 By Sentiment Analysis

What are the main positive and negative topics in the life cycle of RPA technology?
In P3, 97,402 news articles were collected in a period of over five years between August
2015 and September 2020.
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Figure 4-3: Number of RPA-related news articles per month in P3

Figure 4-3 illustrates the number of articles published per month: the highest number of
articles was published in May 2019 (3611 articles), March 2018 (3549 articles) and May
2020 (3308 articles). The polarity and subjectivity analyses were visualised in P3 using
boxplots. These allow the analysis of the combination of discrete and continuous data
where the continuous data are the polarity/subjectivity values belonging to the respective

month.
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Figure 4-4: Polarity boxplot of news articles from P3 per month

The boxplot in Figure 4-4 illustrates the results of P3 as the polarity from August 2015 to
September 2020. The sentiment analysis in P3 in terms of polarity shows some evolution.
In the first year from August 2015 to April 2016, the mean polarity was above zero. This
means that the majority of news articles were positive about RPA. Between May 2016
and May 2018, the general tone remained negative. However, there were large
fluctuations in the polarity of news articles. From June 2018, the polarity improved until
it peaked around the turn of 2019 to 2020.

P3 further used topic modelling to identify the most frequent RPA-related topics in the
collected news articles per year. Table 4-1 describes the ten most frequent topics in each
year from 2015 to 2020.
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Table 4-1: The modeled topics in P3 on an annual basis in descending order of priority

# 12015 2016 2017 2018 2019 2020
1 |[ACCURACY COST HUMAN RULES BASED |UIPATH COVID-19
REDUCTION RESOURCES
2 |RULE-BASED |BLUE PRISM ACCURACY |UIPATH FUTURE OF UIPATH
WORK
3 |WORKFORCE |FINANCIAL RULE-BASED |COGNITIVE REDUCE COST |COST SAVING
ACCOUNTING
4 |CONSULTING |CUSTOMER FUTURE OF |NATURAL NATURAL FUTURE OF
SUPPORT WORK LANGUAGE LANGUAGE WORK
5 |FUTURE OF CONSULTING |WORK TASK |HUMAN ARTIFICIAL HUMAN
WORK RESSOURCES |INTELLIGENCE |RESSOURCES
6 |BLUE PRISM ARTIFICIAL WORKFORCE |ARTIFICIAL COMPUTER USER
INTELLIGENCE INTELLIGENCE |VISION INTERFACE
7 |HUMAN ENTERPRISE USER FUTURE OF SAP WORKFORCE
RESOURCES SYSTEM INTERFACE |WORK
8 |NATURAL FEAR CONSULTING [BLUE PRISM FINANCE DIGITAL
LANGUAGE ACCOUNTING |TRANS-
FORMATION
9 |ARTIFICIAL HUMAN NATURAL DIGITAL HUMAN SAP
INTELLIGENCE |[RESOURCES LANGUAGE |LABOR RESSOURCES
AND MACHINE
LEARNING
10{WORK TASK FUTURE OF COMPLIANCE |[CONSULTING |BLUE PRISM RULES BASED
WORK

With regard to this thesis and RQ2, the results of P3 show that news articles focused on
explaining and defining RPA with topics such as accuracy, rule-based, work task, etc.,
especially in the early period. Over time, it became clear that the benefits and expectations
of RPA became more substantive, as evidenced by identified topics such as cost
reduction, future of work and digital work. In 2020, the Covid-19 pandemic also
dominated news articles about RPA. Here, P3 concluded that RPA can be seen as a
positive way for companies to respond to the Covid-19 shift. Furthermore, the results also
show a change in dominance in the RPA vendor landscape. A closer look at the number
of news articles on RPA over time shows some spikes. However, these are not due to
scientific publications, but rather to published reports by consultancies, market research
agencies or to major mergers and acquisitions. The underlying RQ2 of this paper and the
associated hypothesis formation are underscored by the results of the topic modelling
analysis conducted in P3. For example, this shows how RPA focused initially on
explanations (introduction), then on expectations (operation), and in recent years on more
general topics such as the Covid 19 pandemic (environment). Here, referring to RQ3,
shows that in P3 RPA is perceived as a more mature but also complex and complicated
technology that can now be used to solve important problems both in companies (e.g., the

future of work) and in society at large (e.g., the impact of Covid-19 pandemic).
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4.1.3 By Text Mining

What conclusions can be drawn from job advertisements regarding the dissemination,
use, and implementation of RPA and PM?

In relation to this thesis and the formulated RQ3, P4 used text mining to collect a total of
33,643 unique job ads. Of these, 6,661 were collected in August 2019 and 26,982 from
March to September 2020. In all weekly samples, the number of vacancies ranged from
5,276 to 8,324. The results of P4 make several contributions to this thesis- In addition to
describing the ,,what*, insights into the ,,why* can also be provided, as in P4 it could be
observed that public institutions try to compensate for internal process inefficiencies by
putting more pressure on prospective applicants. In relation to RQ3, it was subsequently
observed in P4 that some new posts were created specifically to deal with the impact of
the Covid-19 pandemic. However, RQ3 showed that this number was very low, at around

70 vacancies per week.

P4 showed that the data indicated a significant increase in demand for IT professionals in
all positions. It is important to note that the data from P4 also showed a significant
increase in IT support and IT maintenance professionals - these specific skills could be
identified, but there was no demonstrable, measurable, or identifiable increase in
positions related to, for example, RPA or PM, or involving business process automation
and optimisation. Therefore, no specific skill and ability profiles could be identified

either.

Considering RQ3 and the superordinate research object, 6,661 job advertisements from
the year 2019 were also analysed by text mining in P5. The content analysis of the
identified text elements revealed three major IT-related occupational categories in
relation to the implementation of digitalisation approaches. The ads could be categorised
as targeting IT specialists, IT generalists, and project managers without specific IT skills.
A qualitative manual analysis of the job ads revealed that IT specialists typically create
and implement digitisation concepts and advise managers and employees on new
technologies. IT generalists have a stronger focus on maintaining IT infrastructure and
systems and supporting employees with digitisation-related requests. The category of
project managers without specific IT skills is required for the general management of

digital transformation, change, and process improvement.

P5, as a contribution to this thesis, shows that specific expertise or even specific
technology competence for RPA or PM was not necessarily required. Nevertheless, it can
be assumed that the core competences of many classic administrative professions will

shift more and more in the future and become detached from the classic job descriptions.
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Thus, job advertisements very often demand a considerable affinity for new and further
training. Since it can be assumed that the changes in job profiles will increase in the
future, continuous professional development is becoming more important. P5 shows as a
result that there is no significant demand for many completely new specialist roles,
especially regarding innovative technologies and accordingly also against the background
of RPA or PM.

In this context, P5 shows, against the background of this thesis and RQ3, that the concept
of digitalisation is primarily derived from the closely interwoven IT investment decisions
formulated in job advertisements. As a result, it could also be shown that the formulated
requirements in this context of potential applicants need an IT-affine, impact-oriented
process management, with networked processes and proactive action. P5 thus shows that
potential new employees should support and implement these changes in the BPM and
thus be able to implement the new requirements in a targeted manner, usually within the
framework of projects. At the same time, the employees should actively support and help
to shape the change. To this end, P5 identified the need for increased staff development

through training. It includes further education, training, supervision, and coaching.

At the same time, a trend towards supporting and accompanying digitalisation and IT
affinity can be read from most advertisements in P5. However, most job advertisements
do not describe specific technical skills that are also needed with regard to process
management and process optimisation. Taken together and synthesised, the findings of
P4 and PS5 allow the formation of hypotheses against the backdrop of the research

objective of this thesis.

4.1.4  Synopsis

Following the research procedure in the previous chapters, RQI1-3 (in P1-5) taken
together and condensed can justify the following hypothesis formation against the

background of the research objective posed in this thesis:

— Hypothesis 1: The introduction and use of RPA and PM is even more effective the
better the requirements of the application systems for the IT competences of the

users match their actual existing ones

This hypothesis can be derived from all research contributions P1, P2, P3, and P4, which
are assigned to the RQ1-3. Hypothesis 1 seems at first glance to be an easily generalisable
hypothesis that can be applied to many subtypes of information technology application
systems. In this thesis, however, it is formed against the specific background of

technology, which assumes extensive use by the business department rather than IT



Main Results 81

specialists as its essence. In the context of the technology, the narrative about the user
compatibility of RPA technology and PM technology is thus shaped by the providers, but
also by the decision-makers and the IT departments. This narrative presents itself in such
a way that the introduction, implementation, development, and use can be carried out by
the end users with very less or no IT expertise. This is in line with the scientific consensus
in the field, which assumes and sums up that RPA technology, but also PM technology,
can be adopted by employees without much IT knowledge. Back in 2016, Allweyer
described that ,,The robots are not programmed in the traditional sense, but ‘trained’ with
the help of recorded user interactions, supplemented by flowcharts and the like. This

training can be carried out by business experts without the support of IT developers.

Hofmann et al. (2020) additionally comments on this in current research: ,,As the analysis
of different RPA tools demonstrates [...] no specialized programming knowledge is
required for developing software robots [...] While this fairly low IT complexity makes
RPA an easy-to-use tool for different people and functions in a business*. While Andrade
(2020) might add that ,,RPA is part of a bigger solution movement of ‘low code’ or ‘no
code’ tools that are different from traditional software coding which allows for faster and
easier deployments*. Agostinelli et al. (2019) also agrees with this and says that ,,7he
behavior of SW robots can be classified as [...] low-code [...] that - in addition to drag
& drop facilities - provide low-coding functionalities to semiautomatically create
software code*. Thus, in their recent research Berti et al. (2019) say that PM ,,[...] put a
significant emphasis on non-expert usability, i.e., by means of providing an easy to use
graphical user interface [...] such an interface helps to engage non-expert users and,
furthermore, helps to showcase process mining to a larger audience. With a similar
conclusion, Ullrich et al. (2021) describe the users of PM as ,,[...] they have little or no
experience with code* and that PM ,[...] empowering users with non-technical
backgrounds to be involved in the development process |[...] that allows [...] to build,
deploy, and maintain analytical and operational process mining applications in one
centralized space*. Against this background, the hypothesis contributes to the existing
understanding of research and defines a contrasting position to the existing scientific

consensus by introducing a new perspective.

The next hypothesis that can be derived from all research contributions P1, P2, P3 and
P4, which are assigned to the RQ1-3 is:

— Hypothesis 2: The traceability of process instances to be supported by RPA and

PM applications increase their effectiveness

This includes the comprehensibility with which RPA or PM application systems are

presented and executed, but also how the generation of results is mapped. Although the
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time saving is highlighted as a major advantage of RPA in the scientific literature, the
resulting lack of traceability of the process steps and the procedure was perceived
negatively by the users in the studies presented here. This contrasts with previous studies
in the scientific literature and therefore opens up a new aspect to the existing aspects in

this area.

The last hypothesis that can be derived from all research contributions P1, P2, P3 and P4,
which are assigned to the RQ1-3 are:

— Hypothesis 3: The compact visual process representation to be supported by RPA

and PM applications will increase their effectiveness

The research presented here shows that the core of hypothesis 3 is to present the involved
and interrelated background process of the solutions in a much more visual, compact,
straightforward, and clear way to achieve a better user understanding of the interrelated

use and maintenance of the application solutions.

Both, RPA and PM, are characterised by the fact that all major vendors have already
implemented predominantly graphical or visual programming languages in their
respective developer environments (Martin et al. 2020; van der Aalst et al. 2012).
Accordingly, the basic solution development via these environments is already partly
intuitive and more appealing to use than, for example, via textual programming languages
(van der Aalst et al. 2012a; van Dongen et al. 2005). In the development environments of
the RPA vendors, visual programming, for example, provides the elements of the
automation solution in the form of graphically designed building blocks. Based on the
appearance and labelling of these building blocks, it is possible to identify which task in
the programme flow can be solved with each of them. The pictograms created in this way
serve as orientation and avoid highly complex structures or strong abstractions for the
user. However, this visual component focuses exclusively on the representation and
design of the concrete automation solution as part of a larger process. The higher-level
embedding in the context of the whole process is missing for the user's understanding and
makes the overall picture unclear, e.g., the overall process in which the solution operates.
This representation of background information in the developer environments has not
been part of the scientific debate in this research area so far and is therefore a valuable
contribution to the research flow by providing an additional perspective on the

development of these technologies.

Table 4-2 provides an overview of the formation of the three hypotheses from the

corresponding previous Sections 4.1-4.3. The table represents the respective research
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paper (P), the corresponding section in chapter 4 and its contribution to the formation of
the particular hypothesis.

Table 4-2: Overview of hypothesis formation from Sections 4.1-4.3
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4.2 Hypothesis Testing

4.2.1 By Case Study Research

What are the drivers, barriers and impacts when using RPA and PM in practice and what

optimisation opportunities can be derived from this?

P6 has achieved two major contributions against the background of testing the hypotheses
from RQ1-3 (see synopsis in Section 4.4). Firstly, the identified Critical Success Factors
(CSF) for RPA provide an overview of the preconditions for the success of RPA from
previous scientific literature and highlight existing interdependencies between individual
CSFs. Secondly, case study research succeeds in highlighting the specifics of RPA and
to what extent CSFs are general or technology-independent for process automation and
process digitisation. The main result from P6 the CSF framework for RPA closes the
research gap identified by Syed et al. (2020). Despite the growing number of RPA
vendors and products on the market, there is no clear understanding of how an
organisation can successfully use and implement this technology. The literature contains
many references and considerations for RPA, but it is unclear what the critical success or
failure factors are (Aguirre and Rodriguez 2017; Enriquez et al. 2020; Plattfaut 2019;
Plattfaut and Borghoff 2022; Syed et al. 2020). However, P6 also shows that automation
projects, and especially RPA, are at high risk of failure.

One aspect worth noting considering RQ4 is that CSF are technology agnostic within
contextual cluster development structures. This is more surprising as several authors have
argued that RPA is a new form of IT. Thus, it is argued that RPA is low-code and
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corresponding capabilities can be found outside the responsibility of the IT department
on the business side. However, as a contribution to this thesis, P6 also shows that RPA
low-code software development draws on the insights and paradigms of traditional

software development.

Regarding the hypotheses raised and RQ4, P4 provides the importance of development
competences and skills outside the IT department and shows that business departments
are now increasingly enabled to develop their own RPA solutions. New factors become
crucial for success that were not so important in the past. These include questions of
governance structures and coordination processes. Companies need to find new ways to
balance local RPA development driven by the business units with central IT security and
architecture maintained by the IT department. It is therefore crucial to define such RPA
governance in terms of technology, standards, and organisation. While it must be different
from existing legacy IT structures, concrete guidance on what such governance should

look like has been lacking so far.

P6 shows that linking RPA to business strategy raises new questions. About RQ4, RPA
is seen as a new type of technology and therefore a new relationship with IT. It has been
shown that RPA is not used or capable of optimising existing business processes, but
instead a solution that takes over manual tasks exactly as they are, i.e., with all their
inherent inefficiencies and shortcomings. If the management of the company follows a
radical change according to the BPR of existing processes discussed in chapter 2 and

especially Section 2.1, RPA does not fit this strategy.

P7 has analysed the six realisation options of the concept ,.flexibility by design‘ by means
of case study research against the background of testing the hypotheses from RQ1-3 and
examined the respective design options for process automation and optimisation. P7
provides as a contribution to this thesis the design approaches to make RPA in existing

process designs and the associated process management subsequently more flexible.

At the beginning, it was determined in P7 that the redesign of existing processes required
adjustments in different system environments due to the fragmented IT infrastructure.
Therefore, redesigning processes in this infrastructure was not an option due to these
differences in the prerequisites of the systems as well as the non-transparent process
specifications. In addition, the originally proposed redesign of the existing processes with
RPA also did not work for the following three main reasons. Firstly, the set-up costs to
learn the tool in this stressful environment were too high and caused resistance from the
employees. Secondly, the testing period of the new RPA solutions was too short. Thus,
the pressure on the workers was also too high due to the short testing time. In addition,

P7 found that the failure of the process redesign with RPA was the enormously high
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collection of requirements. According to the interviewees, these requirements changed
abruptly and indiscriminately, so that only insufficiently good RPA solutions could be
developed. Finally, according to the interviewees, the failure to completely redesign

processes with RPA led to a different approach.

The contribution of P7 to this thesis is that a solution must be designed to proactively
consider possible changes in environmental conditions, so that the processes can flexibly
be adapted to any environment that may actually occur. Following this, P7 has identified
and implemented an approach to optimise processes by creating ex-post flexibility in the
process design through an RPA solution that balances all environmental parameters - a

flexibility layer.
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Figure 4-5: RPA-based Flexibility Layer in P7

The RPA-based flexibility layer can be understood as a bundle of additional, alternative
process flows that are ,,attached* to the existing process model (cf. Figure 4-5), but
without changing it or making technical changes to the underlying (fractal) systems. Thus,
alternative process variants are offered from which the appropriate one can be selected

depending on the current context.

With the help of these RPA solutions, process execution can be variably adapted to
fluctuating exogenous requirements, both retrospectively and on the fly, while being

tracked, monitored, managed and controlled by individual users. Thus, the RPA solution
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is only used proactively by employees when certain orders of magnitude are reached, i.e.,
when the process volume increases by leaps and bounds. In this way, RPA-based
technology ensures the scalability of high-volume processes while providing the
necessary management and control of the processes. As shown in Figure 4-6, the
flexibility layer approach through RPA can realise three realisation options of the second
level of the ,flexibility by design* theory, namely parallelism, iteration, and multiple
instances. The Cancellation option could not be supported. As a result of the case study,
in P7 the six implementation options were combined into two aggregated theoretical

dimensions (cf. Figure 4-6): Range and Response.

15t - Order Codes Theoretical realization options Aggregated theoretical

"We were able to systematically execute our business processes simultancously. [.] building according Schonenberg et al. (2008) dimensions
on this, scaling is made possible through pre-configured RPA solutions [...] which can cover
specific processing needs." (C)

++
"[...] Groupware application processes can be quickly implemented and, if required, centralized ( )

and managed across all workstations [...] and on a large scale." (A)
"We now run [...] processes by RPA at the same time [...] are controlled as they come up, so Parallelism

there are no more stress peaks." (A)

"We have [...] subsequently ensured that the process can now be repeated simply by pressing a
button. [...] the process was not approved for this [...] but it is now possible and necessary
because we have significantly larger volumes here." (B) (++) Respond

"[...] we can now control the frequency of repetition. [...] We have gone from once-a-week
processes to 20 times a day, which was not possible with the existing processes. [...] but with

the RPA we have now managed to make this process work." (F) It &
cration

"We were very quick to set up [...] due to the changed framework conditions [...] because the
underlying integration technologies and data services are now subsequently standardized. [...] T
can now install my solution directly on all workstations here without having to make any
adjustments." (A) ()

"[...] the whole configuration management has now simply been eliminated [...] there you can
very quickly and effectively use [RPA] solutions several times [...] flexibly [...] that now reacts

much faster to process changes both in the process execution [...] and then in the process K A
volume." (C) —'| Multiple instances

Range

"[...] Once it's running [...] I can't do anything [...] because it's going through [...] I can't see
any progress and [...] I don't know how far it{RPA solution] is what it's doing and where it

sands™(©) Cancellation
"[...] such a [termination] is not possible [...] we don't have a chance [...] once it has started]...] (")

only when it is finished can we intervene." (D)

"[...] it [RPA solution] is not designed [...] to finish in between [...] sometimes you forget
something [...] you have to wait and in the worst case you have to undo it yourself." (A)

Figure 4-6: RPA-supported flexibility options in P7

»Respond* in P7 describes the extent to which a solution can adapt and therefore includes
the realisation options ,,Parallelism‘ and ,,Ilteration*, while ,,Range* is the speed at which
the solution can adapt and therefore includes the options ,,Multiple Instances* and
,.Cancellations*. However, no relevant influences were found in P7 for the other

realisation options ,,Choice* and ,,Interleaving* of the Flexibility-by-Design theory.

The results in P7 against the background of RQ3 show that the described approach unifies
the IT-supported environment variables and thus enables flexible introduction,
implementation, and simultaneous automation of the individual process steps. P7 was
thus able to show that existing processes can be flexibly changed, extended, or automated
with an RPA-based flexibility layer. This indicates that existing processes can be partially
changed retrospectively with the help of RPA to adapt the environment to the existing
fixed process model. This enables a visible fast, flexible response to sudden changes in

the organisation under study. It was also shown that the RPA flexibility layer unifies
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dependencies, links, and configurations for operating system environment variables. The
flexibility layer homogenises the existing heterogeneous structures and processes can be

flexibly re-implemented, extended, or even replaced without further adjustments.

In P8, against the background of testing the hypotheses from RQ1-3, an analysis was done
by means of a case study how the real benefits of PM techniques for anonymising process
data and assess their suitability for privacy protection must be designed. For this purpose,
P8 investigated how responsible users and specific user groups can be identified despite
the common technical anonymisation options offered by PM technology. The PM data
examined in P8 contained 3.913 complete executions of the master data process under
investigation. It was found that in about 17% (n = 661) the master data did not comply
with the process-compliant flow and were always changed later than the initial entry. In
71% (n = 469) of these error cases, the cause of the error could be assigned to a specific
identifiable user or user role by the other users running the process, even though the

system had anonymised the data through technical protection measures.

Based on the recorded traces, it could be shown in P8 that the occurrence of these irregular
process executions or irregular changes to the master data has certain patterns. This made
it possible to establish a recognisable connection between certain execution routines and
the erroneous master data manipulations and changes. Consequently, a user group or in
many cases (n = 188) even the respective process owner could be identified via the
corresponding process knowledge of the process owners, which represented a clear
deficiency in the design of the PM technologies. As a contribution to this thesis, this
brought insights into the design implications and design knowledge of PM systems,
especially of technical protection measures and the associated data collection and data

storage problems.

In P9, a case study was also conducted, and RPA solutions were developed by the
stakeholders using RPA, either independently or with the help of an RPA expert. In P9,
as a contribution to this thesis, it was found that the RPA application performs the
processes studied in a measurably more time-efficient way: The time saving in
comparison to the traditional process of data entry by a nurse was up to 70%. In relation
to RQ3 and the previously stated hypotheses, P9 can confirm that nurses can develop
RPA solutions for nursing documentation on their own, but it was able to establish that
these are associated with limitations and the fulfilment of certain framework conditions.
The results of P9 show the following findings regarding the usability of RPA development
environments: None of the participants use the scripting language provided by the RPA
development environment. This was described as too complicated and rather dissuasive,

which in many cases even inhibited the use of the RPA technology. Without exception,
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all participants in P9 work with the so-called desktop recorder function of the RPA
environment. The recorder makes it possible to automatically record mouse movements
of the user interface and keyboard activities to generate automation scripts from them
without having to do any programming themselves. In the data analysis of P9, the
»explainability* of the RPA solution was also increasingly addressed as a contribution to
this thesis. Therefore, as a design approach, the RPA solution was artificially slowed
down by the RPA specialist. Another implementation was the ,,simplicity** with which the
development of RPA solutions was possible in the RPA development environment

provided.

In P10, against the background of testing the hypotheses from RQ1-3, it was shown that
a design approach in the form of a digital twin promises advantages from an
organisational perspective compared to previous development models and the integration
of RPA into the existing process management. To this end, a case study was conducted
in P10 with the design of an implementation of a complex business process automation
solution based on the digital twin concept. The result is shown in compacted form as a

model in Figure 4-7.
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Figure 4-7: Model for the implementation of the digital twin for RPA in P9

As a contribution to this thesis, this research shows that such an implemented solution
can significantly reduce specific development times. It became clear as a result in P10
that the RPA developers did not know the employees and process owners for whom they
were developing the solution. The question of who would carry out the processes based
on their individual skills could not be answered by the developers in any of the cases
studied, i.e., the RPA developers were not aware of the other process and system
interfaces. About RQ4, it can be stated that the decisive successful use of RPA does not
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require profound process knowledge, but rather the right IT skills to be able to deal with

simple script code.

4.2.2 By Design Science Research

How can process management be optimised through RPA and PM?

P12 has achieved the following significant contribution to RQS5 and to this thesis against
the background of testing the hypotheses from RQ1-3 (and the synopsis in Section 4.4).
In P12, a method for integrating PM into the Six Sigma process management approach
was developed, which was evaluated and improved in a DSR project with the help of an
expert workshop and a technical experiment, and finally its practical applicability was
demonstrated by means of a case study. It was shown that PM requires quite complicated
introduction mechanisms into the organisation IT systems and necessarily requires a wide
range of prior knowledge. In particular, the integration and the benefits with regard to
BPM must inevitably be adapted to the individual system landscape, and therefore also
to the data and database architecture of an organisation. P12 also encountered several
concerns that kept coming up. Firstly, data quality in general was of paramount
importance, meaning that a comprehensive data and IT architecture also influences the
potential and success of PM. Secondly, human factors are another important aspect.
Project managers must always keep in mind how to use PM as a tool in their overall
process management agenda, not using PM as the only source of information and

performance control.

Table 4-3: Six Sigma experts’ evaluation of PM types and the DMAIC in P12

PM Aspect Define Measure Analyse Improve Control
Discovery low?/ high high low? / low
high!~ medium?
/ high!
Conformance medium high high low? / high
medium?
/ high'
Enhancement low?/ high medium?® / high low!?
medium'~ high!~ / high®
Potential Benefits low?/ high high medium??* / |  medium
medium'~ high!

I Project team members; °: Head of IT: °: Head of Process Improvement

An important contribution to this thesis and to RQS5 is the assessment of the potential and
applicability of PM, as summarised in Table 4-3. The most potential for PM is seen in the
measuring and analysing phases. As they form the core data analysis, PM can usefully

assist in quantifying process problems, identifying root causes and finally quantifying
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their impact. However, P12 also shows great disagreement on the improvement phase of
Six Sigma. P12 showed little potential for PM in this area at present, but that PM can be
used well to test and verify improvement actions and thus directly support and accelerate
a successful improvement phase. The application of PM in the control phase was
consistently rated as of little value. The results from P12 show against the background of
this thesis and RQ5 that PM is well suited to enrich process management. The event logs
collected and analysed by PM in P12 proved to be very valuable sources for process
improvement projects. It became clear that PM supports and accelerates the
documentation, improvement, and control of processes, leaving project managers more
time for process improvement. Therefore, P12 concludes that it is recommended to
integrate PM into the Six Sigma methodology. However, it is only a useful extension for
process managers where mature process management is already in place and embedded
in an organisation, and where the process managers already have technical experience
and technical skills.

P13 made the following significant contribution to the thesis and RQ5 considering the
testing of the hypotheses from RQ1-3 (and the synopsis in Section 4.4). The results of a
DSR project to develop the scoring model for process management for automation using
RPA were developed and presented. The model developed within DSR thus builds on
existing models used in practice as well as on the scientific literature on RPA. Within
P13, the model was then iteratively designed, developed, and refined in four
build/evaluate cycles with a case study partner from the manufacturing industry. The
advantages of using the model for the case study company lie in the formal decision-
making structures and the standardised communication about the selected processes.
However, within P13, the application of the model initially also meant more effort for the

BPM, as the required information was available but had to be collected and organised.

From the evaluation in both organisations studied, the following advantages and
disadvantages of the model could be worked out. First, the model provides a consistent
overview of the selection process and the metrics that influence the prioritisation decision
in the context of process management, exemplified in a section of the surface of the result
representation of the designed scoring model in Figure 4-8. Second, the model enables a
systematic approach to information collection and evaluation across different attributes

and levels in process management.
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Evaluation process suitability
Criteria Score Weighting Result
Suitability for automation

Type of process 5 2 10
Source of data 5 1,5 7,5
Type of data 4 1 4

Suitability for automation

Stability I 1 I 1 1

Complexity 3 0,75 2,25
Standardisation | A | 1 2
Risk 4 1 4

Suitability for automation

Involved applications & systems 3 0,5 1,5
Error-proneness (man. editing) 5 0,5 2,5
Automation in other systems 5 1,5 7,5

Economic impact

Processing time 3 3 9
Case frequency I 2 I 3 6
Results
Automation suitability 50/65%
Economic impact 18/35%
Overall result 68/100%

Figure 4-8: Exemplary presentation of the results in the user interface of the scoring model of P13

As a result, in addition to the pure prioritisation decision, in many cases a lot of new
information about the actual process flow was produced for process management.
Thirdly, by applying the model, the process management of the case study organisations
were able to justify the selection of certain processes and have stuck to the decisions
during the RPA implementation projects. Nevertheless, by applying it to BPM, P13 was
able to show that the role of in practice application is more relevant to RPA projects with
lower budgets where little or no structured decision making has been used before. In
practice, the scoring model presented here also supports BPM by taking traditional
financial methods into account in the decision-making process. This is done by the fact
that the model records the investments in the process to be automated in a broken-down
manner and can thus, in combination with the technical framework conditions, provide a

transparent, suitable process structure that then benefits BPM.

4.2.3 By Action Research

How can - firstly - process management and - secondly - processes be optimised through
RPA and PM?

Article P14 shows, with reference to RQ6 and as a contribution to this thesis, the design
knowledge for optimising PM based on action research in the audit domain. To this end,

in P12, action research was conducted in three iterations following Coughlan and Coghlan



92 Main Results

(2002a) to investigate the extent to which data collection methods, data access and
process data can be optimised in their design in PM. P14 reports on action research on
the effectiveness and applicability of the novel design guidelines proposed in this context.
As part of the research design, researchers evaluated, designed, and developed design
principles with researchers to optimise PM traceability and usability. This was done to
optimise the performance of the application software by making it easier to detect end-

user manipulation of event log data.

The knowledge gained in this way could then be used in P14 to gain and improve insights
for the systematic design of PM about a more compact visual usability of PM as well as
the design optimisations for an improved traceability of PM results in a scientifically
sound way. As a specific addition to this thesis, the effectiveness and applicability of
these design principles could be confirmed during the study. The original design
guidelines were refined while the study. The guidelines are a further development of the
existing PM design and offer additional principles in the form of a more compact and
clearly visual development of PM interface processes as well as better traceability of the
generated results by linking the presentation of the results with a jump and drill-down
option to the original data basis. Against the background of the testing of the hypotheses
from RQI1-3 (and the summary in Section 4.4), P15 has made a significant contribution
in the form of designing a solution approach that enables the rapid development of RPA
solutions, which thus initially contribute more quickly and more valuably to process

management and subsequently to process optimisation.

In the study subject, the enormous increase in employees due to the pandemic and the
associated increase in IT systems has led to a very large number of disparate individual
systems in a short period of time, representing a confusing and heterogeneous operational
IT system landscape. Due to these differences in the prerequisites of workplace systems,
the action research conducted in P15 identifies two approaches to develop RPA solutions
under high time pressure with low time expenditure. The joint elaboration and
development of the RPA solutions by and with the employees, considering all the
experiences of the researchers in the use of a respective RPA solution, the collected error
data, and the documentation (consisting of project status reports, RPA execution
protocols, development histories) enables the derivation of the solution approaches

presented below:

1. Use of an RPA solution as a translation layer

2. Incremental RPA development
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The result from P15 and contribution to this thesis describes the use of an RPA solution
that captures the environment variables of the respective operating system and adds a
translation layer. This translation layer is developed as a standalone RPA solution and
acts as a prerequisite for the use of all other RPA solutions. This RPA-based translation
layer is used to identify initial sources of errors such as inconsistent software versions,
different folder structures or drive naming. The translation layer then creates a layer with
consistent dependencies, links, and configurations for the operating system's environment

variables.

In P15, the effect of creating a translation layer between the original system and the actual
RPA solutions to automate sub-processes is that these RPA solutions can be scaled faster
with less time. According to the interviewees, this avoids serious conflicts, setup errors
and system crashes, allowing the respective RPA solutions to work without obstacles and
without rework. Additionally, the interviewees mentioned, that the autonomy of the RPA
application was ensured and continuous thesis without downtime under high time

pressure could be guaranteed.

The following Figure 4-9 visualises the result as the use of the RPA translation layer. The
left side reflects the conditions in the heterogeneous system landscape and illustrates that
an application of RPA solutions to automate administrative tasks cannot work without a

holistic system restructuring.
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Figure 4-9: Schematic representation of the RPA translation layer in P15

The further development of RPA solutions in P15 on this basis makes it possible to
quickly deploy the various RPA solutions for process management in different system
environments with little or no change and installation effort. In this way, a valid and
uniform environment for the process management agent is created, on which a directly

executable development of RPA solutions is then guaranteed.

The solution approach presented in P15 initially leads to an increased effort in recording,
identifying, and assigning the described error types, especially the various environment
variables and operating system parameters. However, as P15 progresses, the RPA-based
translation layer measurably reduces the effort required for change, installation, scaling
and deployment processes on other systems. As the action research within P15
progressed, a faster development process and a higher quality of RPA solutions were
demonstrated. On the one hand, this is reflected in a lower production of errors. On the
other hand, the processes through the RPA applications show more flexibility in terms of

adaptability and less downtime ergo also the reduction of resource consumption.

The second approach identified and explored as a result of P15 to accelerate the
development of RPA solutions describes the incremental development of RPA solutions
and the flexible process management required for this. This approach includes the
deliberate selection and partial automation of process increments, i.e., individual sub-

processes, as well as the targeted deployment and selected use of these RPA solutions.
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When RPA solutions are first deployed on the employee's operating system, the described
system customisation processes are first consistently implemented with a corresponding
RPA solution. Only then did the process manager prioritise the RPA solutions to be
developed at the sub-process level. In P15, an RPA-based translation layer was developed
for system homogenisation. This homogenisation of the system landscape made it
possible to establish compatibility between the individual RPA solutions. This made the
solutions compatible between end-user systems and allowed them to be shared between
organisational units. Instead of automating a process in its entirety with RPA, the
individual process sections, i.¢., the sub-processes, are now considered and prioritised for

automation.

4.2.4  Synopsis

Following the same research procedure as in the previous chapters, RQ4-6 (in P6-15)
taken together and condensed can justify the following hypothesis testing against the
background of the research objective and the hypotheses formulated in Section 4.1.4. The
hypotheses formulated there were tested for their validity based on the respective research
questions and could all be confirmed in consequence by this thesis. For this purpose,
multi-perspective (public service, health care, industry) and cross-method (Case Study

Research, DSR, Action Research) research approaches were used.

The summary of the hypothesis testing is presented in Table 4-4 and provides an overview
of the specific research contributions discussed above, as well as the associated research
areas, research questions (RQs) and publications (P), and hypotheses raised. For the two
research areas (HT and HF) of this thesis, the results are broken down as follows: For HF,
these are represented by the symbol F. For HT, the result of the respective verification is

symbolised by a V.
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5 Conclusion

To conclude this thesis this chapter, first, classifies and summarizes the treated
contributions (P1-15) to the linked RQs (RQ1-6) and to the three extracted hypotheses.
Second, this chapter summarizes the main contributions to theory and practice. Finally,
in the last section, limitations of this research are mentioned to evaluate their

generalizability and link them to future research opportunities.

5.1 Contributions and Retrospect

RQ1: What are the drivers and barriers for the adoption of RPA and PM?

This thesis provides five contributions to RQ1. This thesis has shown that ten drivers and
barriers to the adoption and use of RPA and PM have been identified. In the three case
study companies studied, the successful adoption of these technologies depends in
particular on expected efficiency and effectiveness gains, perceived ease of use,
documentation of the automation solution, traceability, and logging of how an automation

solution has worked in the past.

While these first five constructs can be found in the existing literature on technology
acceptance and success factors for technology adoption, the following five constructs
represent an original contribution to this line of research and their particular drivers and

barriers:

— Perceived (positive) pull of the market

— Perceived (negative) pull of the customers

—  Speed at which the technology executes the process
— Feedback the system provides to the user

— Provision of a time frame for the user in executing the automation

In the context of this thesis, it was found that the totality of these examined constructs of
technology use intentions are interconnected in two different, overlapping ways. First,
usage intention and usage success are strongly influenced by the ,,explainability* of the
RPA solutions used. One possible explanation is that the employees involved changing
their role in the business perspective of a BPM by using this technology - namely, from
apassive to an active role. Since the subjects in their new role now develop and implement
technical solutions for process improvement themselves, they demand complete
traceability and controllability of this technology, which is not yet provided by the
existing application systems to a sufficient degree to increase the intention to use it. This

fact rises the less IT competence the respective user has.
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In summary, it can be described that with the use of technology, the change from a purely
executive role to a shaping role, the self-image regarding one's role in BPM also changes.
This leads to the conclusion that the subjects of the study no longer focus stringently on
gaining effectiveness, but rather on the quality of execution and the control mechanisms,
e.g., the lower execution speed of RPA for control purposes, due to the ,,responsibility*

the user has gained.
RQ2: What are the main positive and negative topics in the life cycle of RPA technology

This thesis makes the following three contributions to RQ 2. The first contribution is that
the analysis of news articles published between 2015 and 2020 on the topic of RPA shows
that the general media continue to cover the topic at a high level and with high frequency.
This level has remained stable over the last two years of analysis. This thesis shows that

there is no evidence of a decline in media attention to RPA so far.

The second contribution of this thesis to RQ2 is that the polarity of the news articles
analysed shows the very positive media coverage of RPA in the beginning of the observed
and analysed timeslot. From 2016 to mid-2018, the polarity turned negative before
turning positive again in the last two years observed. This indicates that public perception
went through a phase with a more fearful narrative. During the same period, the articles

became more objective as their subjectivity scores decreased linearly over time.

The third contribution to the research question two is that the topic modelling analysis
reveals that RPA is perceived as a more mature technology that can now be used to solve
important problems both in companies (e.g., the future of work) and in society at large
(e.g., the impact of Covid-19 pandemic). The most modelled and measurable positive
themes were cost reduction, future of work, and accuracy, while fear of job loss was the
most important negative theme. However, the extreme polarity of the measured themes
decreased steadily over the years of news article publication, and at the same time, the
objectivity of the news articles increased - these changes in the leading themes also
suggest that more realistic use reports of the technology over time in the media reduced

workers' fear of e.g., job loss.

RQ3: What conclusions can be drawn from job advertisements regarding the

dissemination, use and implementation of RPA and PM?

This thesis makes two specific contributions to RQ3. The first contribution is how exactly
the field under study deals with and handles the concept of digitalisation and
technological change. For this purpose, the analysts of the job advertisements were asked,

among other things, about the requirements for digitalisation in BPM. It turned out that
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future employees should particularly be focused on flexibility and lifelong learning, the
management of efficient processes, networked processes, and proactive action. The new
employees should support and implement these changes, and thus be able to implement
the new requirements in a targeted manner, mostly within the framework of projects. At
the same time, it is clear that the employees should support and help to shape the change.
To this end, increased personnel development has been identified above all. It includes

further education, training, supervision, and coaching.

The second contribution of this thesis to RQ3 is that the studied sector does not seem to
have an active and clear vision and strategy for the issues and applications of RPA and
PM. Thus, it was found that there is a lack of concrete competences and competence
profiles for the deployment or use of these concrete technologies. This suggests that
companies believe that technologies such as PM or RPA do not require employees to have

any special skills or abilities to deploy, implement, use, or maintain them.

RQ4: What are the drivers, barriers, and impacts when using RPA and PM in practice,

and what optimisation opportunities can be derived from this?

Based on the research conducted, this thesis developed three hypotheses to be tested in
practice. Against the background of these hypotheses, this thesis was able to make the

following three contributions to RQ4.

Hypothesis 1: The introduction and use of RPA and PM is even more effective the better
the requirements of the application systems for the IT competencies of the users match

their actual existing ones

The research presented in this thesis has shown that this hypothesis is true. In this thesis,
this is evidenced by the fact that technologies that are often described as user-friendly or
end-user centred often have a much higher demand for complexity in practice. This
contrasts with the much lower level of skills and competencies required as described by
vendors, the literature, and our research in the context of job advertisements in RQ3.
Although it is generally assumed that increasing process knowledge of a user, remains in
more efficient use of RPA and PM, the research in this thesis has shown that while this is
also true, the IT skills required for successful implementation account for a measurably
significant proportion. However, this has not yet been addressed either in the research
discipline of RPA and PM or in practice, e.g., among the decision-makers themselves,

and forms a research gap.

Hypothesis 2: The traceability of process instances to be supported by RPA and PM

applications increase their effectiveness
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The contribution of this thesis concerning hypothesis two and especially RQ4 is that this
hypothesis can be considered valid. The change in the work process in the sense of a shift
in responsibility is a major reason why the research subjects see a deficiency in the design
of the previous application systems for RPA and PM. The employees and in particular
the end users become developers but are fully responsible for the correctness of the
execution of the automation by the RPA solution. This means that they also take
qualitative responsibility for the correctness of the process execution through the
technologies they use and design. From the point of view of the users studied, this requires
differently designed application systems than those used so far. These management

principles then place demands on better controllability, especially better traceability.

Hypothesis 3: The compact visual process representation to be supported by RPA and

PM applications will increase their effectiveness

In connection with RQS5, Hypothesis 3 could also be confirmed in this thesis. Although
the presentation and design of the application systems are designed for a visual and low-
threshold elaboration of the respective solutions, the likewise required visual embedding
in the overall process context is missing. Without the embedding, the examined users
could neither recognise the context of the solutions as in the RPA environment of
automation of a superordinate process or business process. This was also not possible for
the examined users when classifying and linking the PM results. In both cases, the
interpretability and meaningfulness were significantly reduced and the intention to use
was impaired as a result. For RPA, therefore, more extensive modelling of the higher-
level process context had to be conceived to enable the users and the measurability of the
respective automation also as a means of differentiation. For the PM application systems,
the underlying database and the associated data connectors and interface processes had to
be designed in a better, more compact, and more visual way to be able to classify the

results by the users in terms of their value, consistency, and correctness.
RQS5: How can process management be optimised through RPA and PM?

Based on the research conducted, this thesis developed three hypotheses to be tested in
practice. Against the background of these hypotheses, this thesis was able to make the

following three contributions to RQS5.

Hypothesis 1: The introduction and use of RPA and PM is even more effective the better
the requirements of the application systems for the IT competencies of the users match

their actual existing ones
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This hypothesis could be declared correct concerning the investigation conducted in RQ5
of the thesis. Thus, the method for integrating PM into Six Sigma presented in this
research required not only in-depth process knowledge but also the necessary IT
competencies, which have not been considered by those responsible in practice so far and
led to problems in the integration capability of the solutions. The recourse to the
corresponding IT department was necessary for the functionality of the solution, but then
it did not make it possible to independently classify the data streams correctly,
comprehend them, or interpret them conclusively. Although the possibility of using the
solution for Six Sigma could be demonstrated and a corresponding methodology could
be developed, there are also further findings here. The application of the statistical PM
approaches seems to be problematic for practitioners, as they cannot judge the consistency
of the data basis. This led to different assessments of the feasibility and usefulness of the

application systems of the different Six Sigma phases (along the DMAIC cycle).

Hypothesis 2: The traceability of process instances to be supported by RPA and PM

applications increase their effectiveness

Hypothesis 2 could also be declared correct about the investigation carried out in RQ5 of
the thesis. As this work shows, the measurements and correctness checks were heavily
dependent on the process knowledge of the individual users. Thus, on the one hand, the
necessary [T expertise for initialisation was lacking, and the application systems used also
did not allow any usable conclusions to be drawn. On the other hand, the application
systems used did not allow any usable conclusions to be drawn about the database used
without the necessary expertise. Thus, the research here shows that the results were
ultimately not comprehensible and thus in many cases not usable. The methodology could
therefore not be designed and created for all phases of process improvement within the
Six Sigma concept with the same operability, instrumentalization, and usability.
Regarding the use and acceptance, the corresponding integration methodology had to be
adapted. This had to be designed in such a way that transparency and traceability could
be created for the users and thus trust in the database ergo the data streams could be

achieved.

Hypothesis 3: The compact visual process representation to be supported by RPA and

PM applications will increase their effectiveness

This Hypothesis 3 could also be declared correct about the research conducted in RQS5 of
the thesis. The usefulness for the mentioned research subjects, who could not be assigned
to an IT or IT-related competence profile, decreased rapidly. Against this background,
much more visual development of the solution was necessary, as well as the design of a

comprehensive visual representation of the underlying database system, the database
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structure, the use of event logs or links in the overall process, and the integration of the

method into a compact visual representation using process maps.

RQ6: How can - firstly - process management and - secondly - processes be optimised
through RPA and PM?

Based on the research conducted, this thesis developed three hypotheses to be tested in
practice. Against the background of these hypotheses, this thesis was able to make the

following three contributions to RQ6.

Hypothesis 1: The introduction and use of RPA and PM is even more effective the better
the requirements of the application systems for the IT competencies of the users match

their actual existing ones

This hypothesis could also be explained as correct concerning the research conducted in
RQ6 of the thesis. The development, use, and maintenance of RPA and PM application
solutions also proved to be difficult, error-prone, and characterised by a long and high
number of repetitions for certain user groups. These user roles are consistently
characterised by users with low IT competency profiles, while users with higher 1T
competencies achieved significantly faster results. In this thesis, it was shown that
through the research conducted, a methodology in terms of a redesigned development

process for RPA could be applied.

Hypothesis 2: The traceability of process instances to be supported by RPA and PM

applications increase their effectiveness

This hypothesis could be declared correct in relation to the research conducted in RQ6 of
the thesis. According to this research, the problems that users had in using and applying
the application systems were mainly due to problems with the heterogeneous
infrastructure of the information system. These were mainly system variables and
environmental parameters of the respective operating systems. By supporting the
homogenisation of the systems through design principles and thus reducing the system
environment-related problems, development processes could be carried out faster and
with fewer errors and thus also with fewer iterations. These effects were particularly
evident with less IT-experienced users. The resulting prescriptive design knowledge
suggests that the elimination of system inconsistencies and outdated frameworks can
positively influence the comprehensibility of error messages by users within the RPA

deployment and thus the intention to use them.

Hypothesis 3: The compact visual process representation to be supported by RPA and

PM applications will increase their effectiveness
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This hypothesis 3 could also be declared correct concerning the research conducted in
RQ6 of the thesis. Therefore, this thesis conceived the design of visually visible
traceability options in the PM environment that led to a significant increase in the
manipulation security of the data and thus its usability. To this end, drill-down options
were provided to link raw data to more advanced PM results, while traceability was
supported by visual components to provide a low-threshold entry point for less IT-
experienced users. The source codes of the inbuilt pre-configured database connectors
that extract the event logs were converted to the GraphML format. This format for the
exchange of graph structure data enabled their representations as formal models with
interaction possibilities for the users. This led to an increase in the intention to use and

acceptance of the PM application system.

5.2 Limitations

The results presented in this cumulative thesis and the solutions developed are not without
limitations. Since the individual limitations have been discussed in the respective
publications (Part B), six general limitations of the entire thesis are summarised in this

section. This section is structured by the limitations regarding each RQ of this research.

As it is an empirical method, this contribution to RQ1 presented here is subject to some
limitations. First, our results are not readily transferable to other organisations outside the
two domains studied, namely sports clubs and the health sector (Flick et al. 2004; Yin
2018). While this thesis assume that the results also apply to other, more traditional, or

conservative types of organisations, further research is needed for this.

Second, the thesis relied on a limited data set of eleven respondents in total (Yin 2015).
Although it is also based on additional sources of knowledge and theoretical saturation
could be reached after the data collection presented here, the results could still be biased
(Charmaz 2014; Yin 2015). One of the main criticisms of the grounded theory
methodology carried out is the low generalisability due to the naturally different
interpretation backgrounds (Bryant and Charmaz 2007; Chun Tie et al. 2019). To ensure
the underlying quality criteria of plausibility (Bryant and Charmaz 2007; Glaser and
Strauss 2017), trustworthiness (Corbin and Strauss 2014) and credibility (Bryant and
Charmaz 2007), an attempt was made to make all relevant information as well as each
step of analysis in the research process transparent. To this end, quality assurance
procedures were applied, which included the formation of a research group during the
research process (Wiesche et al. 2017) to exchange information about the research and

evaluation process and to code the extracts together using special evaluation software
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(Hutchison et al. 2010). However, there is still room for a more detailed longitudinal study

to further explore the findings on the hypotheses raised and their implications.

Third, all data presented here came from direct staff or project managers. Data collected
from external people could of course provide further insights here (Flick et al. 2004;
Kaplan and Maxwell 2005). Finally, while this thesis did not explicitly review the
academic literature on the adoption (Glaser and Strauss 2017), integration (Chun Tie et
al. 2019), or design (Wiesche et al. 2017) of these types of technologies, instead of
following established guidelines for the grounded theory working method (Charmaz
2014; Glaser and Strauss 2017), our research may, of course, have been influenced by our

prior knowledge of theories in the field.

The limitations of RQ2 are, on the one hand, that computer-aided sentiment analysis
generally has technical limitations in recognising certain aspects of natural language (e.g.,
idioms or irony) (Aggarwal and Zhai 2012; Chintalapudi et al. 2021). It can be assumed
that such elements of language are not correctly recognised in the texts studied and thus
possibly distort the results and interpretations of individual moods (Cambria et al. 2017).
However, since this thesis analysed texts that are objective in their linguistic nature, in
the form of news articles, it can be assumed that this limitation is irrelevant (Allahyari et
al. 2017; Liu 2010; Schumaker et al. 2012). Secondly, descriptive text features and meta-
information such as text length, number of certain technical words, etc. were not given
extra weight (Pang and Lee 2008; Vinodhini and Chandrasekaran 2012). The reputation
and reliability of the sources were not evaluated either. Nevertheless, due to the large
number of text elements examined, it can be assumed that valid data was used for the
analysis (Liu 2010; Pang and Lee 2008).

The limitations of this thesis in addressing RQ3 are first that only snapshots of 33,643 job
vacancies advertised on a single platform for public sector jobs in Germany between
August 2019 and September 2020 were analysed. Although this is relatively extensive in
a scientific comparison, it still only represents a section of a period of time. Seasonal or
interseasonal (Aken et al. 2010) effects or exogenous factors (Debortoli et al. 2014) were
not considered. Secondly, the text mining method is subject to technical limitations
(Aggarwal and Zhai 2012; Debortoli et al. 2014; Kayser and Blind 2017). These lie in
computational knowledge discovery, which is based on a mixture of information
technology data mining methods and natural language processing (Feldman and Sanger
2008; Kumar et al. 2021). The topic modelling algorithms used in this thesis, which in
turn are based on machine learning approaches combined with natural language
processing, naturally have limited result accuracy and expressiveness (Allahyari et al.
2017; Blei 2012; Feldman and Sanger 2008; Manning et al. 2009). This is because the
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information extraction method presented here is based on a three-stage hierarchical
Bayesian model and is therefore susceptible to overfitting (Islam et al. 2007; Kayser and
Blind 2017; Mimno et al. 2011). In this type of text mining as a research method, this is
an inherent limitation that is a direct consequence of the linguistic complexity of the
analysed text and its drain of irregularity (Debortoli et al. 2016; Feldman and Sanger
2008; Kumar et al. 2021). Nevertheless, due to the high number of job descriptions, a
suitable data field was assumed, which can be used well for quantifiable comparisons and

content-based qualitative analyses (Debortoli et al. 2016; Manning et al. 2009).

The limitations of the contribution of this thesis by RQ4 are the inherent limitations of
this type of case study research in the form of participant interview bias and due to the
usually limited number of respondents (Kaplan and Maxwell 2005; Recker 2021),
processes covered (Myers and Avison 2002), and organisations studied (Recker 2021;
Yin 2015). The use of perceived findings from the participant interviews conducted
always comes with the limitation that these are also to some extent highly subjective
(Recker 2021; Tashakkori and Teddlie 2007). One of the limitations of this thesis is that
the results may not be generalisable (Yin 2018). Due to these limitations, this thesis has
nevertheless attempted to conduct as pluralistic research as possible to obtain valid
conclusions (Kaplan and Maxwell 2005; Tashakkori and Teddlie 2007; Yin 2013). To
this end, this thesis studied eleven different organisations with a total of 43 participants
regarding RQ4. Approximately 5,500 minutes of interviews were conducted with the
participants. Other data obtained included event logs, program source codes, change logs,
database schemas, program flow charts, bug reports, interface definitions, progress
reports, project documentation, installation logs, test and verification reports, acceptance
reports, requirements specification, and system test case specification (Tashakkori and
Teddlie 2007; Yin 2013). In addition, only the RPA development environment UiPath
and the PM application system ProM and DISCO were used to establish comparability
between the case studies. It should be noted, however, that the information collected is
often not fully comparable. Furthermore, in case study research, the natural subjectivity
of the researcher in collecting information comes into play (Pries-Heje et al. 2008; Recker
2021). Despite the above limitations, this thesis has shown that case study research is an
established tool of academic research in various disciplines (Flick et al. 2004), especially
in IS research (Kaplan and Maxwell 2005; Recker 2021; Wohlin et al. 2003).
Accordingly, given these limitations, the case studies conducted in this thesis in relation
to RQ4 were largely conducted in such a way that the data could be quantified and
triangulated through further secondary data collection (Recker 2021; Yin 2018).

The limitations of this thesis in terms of contribution to RQS5 are that the design science

projects carried out in this thesis can only represent an initial potential (Beck et al. 2013;
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Peffers et al. 2012a). The maturity of the presented method and models is therefore
limited to a proof-of-concept level (Peffers et al. 2012a). This means that the results are
based on Design Science objects at an early stage (Peffers et al. 2012a; vom Brocke and
Maedche 2019). Another limitation is that the research on RQ4 conducted in this thesis
has only been applied in two companies and their unique process environments. Although
the DSR projects in this thesis have been developed and applied based on scientific
publications in close collaboration with the practice companies, a scaled test outside the
companies is still pending (Beck et al. 2013; Helfert and Donnellan 2012; Hevner et al.
2004). The results in this thesis are therefore also based on extensive literature research
(Helfert and Donnellan 2012; Hevner et al. 2004; vom Brocke and Maedche 2019). An
attempt has always been made to be complete (Helfert and Donnellan 2012), but the
methodological bases collected in this way (Pries-Heje et al. 2008), or the previous
models are based on findings from the literature that may not be fully comparable or have
not been fully recorded (Helfert and Donnellan 2012; Peffers et al. 2012a). This is of
course also due to the always different study designs and the different focus and range of
participants (Helfert and Donnellan 2012; vom Brocke and Maedche 2019) or study
subjects in the underlying literature (Peffers et al. 2007). To ensure further and broader
generalisability (Beck et al. 2013; Pereira et al. 2013), further evaluations (Gregor et al.
2020; Peffers et al. 2007), also over longer periods of time (Pereira et al. 2013; vom
Brocke and Maedche 2019), must therefore be carried out under different, operational
(vom Brocke and Maedche 2019), infrastructural (Beck et al. 2013; Pereira et al. 2013)
and personnel conditions (Gregor et al. 2020; vom Brocke and Maedche 2019). This could
mitigate the limitation of the possibly low generalisability and low maturity of the models
and methods developed here to other areas and requires further empirical testing and
replication of the DSR cycles (vom Brocke and Maedche 2019).

The contribution of this thesis to RQG6 is initially limited by the fact that the action
research presented is restricted to a health department and an auditing company.
However, despite the rather focused area of experimentation, it can be assumed that the
results are transferable to many other companies and other areas of application due to the

comparable process structures (Davison et al. 2004).

The Covid-19 pandemic also limited generalisability and comparability of this thesis due
to the very specific framework conditions that cannot normally be taken as given. To
properly assess these limiting conditions against the background of the theoretical
contribution (Davison et al. 2004), the context of operational conditions during the
pandemic must be taken into account. This manifested itself in significantly changed
process behaviour in terms of process volume, frequency of process changes, new IT

solutions or systemic framework conditions, or even in the creation of completely new
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processes at short notice. These pandemic conditions must be taken into account when

considering the generalisability, comparability, and knowledge contribution of this thesis.

Moreover, the objectivity of the results of action research is always limited (Sein et al.
2011). The approaches presented are primarily based on data that were not collected
quantitatively and are therefore naturally exposed to a certain degree of subjectivity
(Davison et al. 2004; Kemmis 2014). The action research methodology used is also
limited by the fact that subjectivity can be amplified by the researcher involved and the
bias that may exist in the analysis of the results (Cole et al. 2005; Kemmis 2014). This is
because the cyclical research process in action research is focused on understanding and
action (Cole et al. 2005; Kemmis 2014), so there is always a direct, but also indirect
dependency between the involved collaborators and the results (Kemmis 2014; Peffers et
al. 2007). Accordingly, although the approaches presented were developed in and
together with practice, there was no testing (Kemmis 2014; Kitchenham et al. 2002),
evaluation (Kitchenham et al. 2002; Kock 2004), or reproduction (Kemmis 2014; Sein et
al. 2011) of the results in other contexts (Davison et al. 2004; Kock 2004). These
limitations should be addressed in the future by demonstrating the quantitative impact of
the presented approaches on project success to ensure further validity (Davison et al.
2004; Kemmis 2014) and generalisation (Baskerville and Wood-Harper 1996; Sein et al.
2011). Further evaluations need to be conducted in other organisational contexts,
including over longer periods of time (Davison et al. 2004; Kemmis 2014), using other
research methods (Kitchenham et al. 2002) that do not involve researchers too much
(Baskerville 1999; Kock 2004).

5.3 Implications for Research and Practice

The results of this thesis provide new motivations for action in the design of RPA and
PM application systems through the corresponding use at the respective end user
regarding the optimisation of process management and processes. The results contain
both - concrete recommendations for practitioners and promising suggestions for further
research efforts. They result from a consideration of the underlying 15 research papers,
all of which contain extensive practical implications and are compiled and summarised
here. In the following, the implications are structured firstly according to the design of
the concrete RPA and PM application systems and secondly according to the design of
the BPM for the use of these application systems. The concrete implications can be

summarised as follows:

Design of the application systems in practice
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The practical design knowledge created by this thesis and summarised in the contribution
of the research presented here is that this thesis has identified and explored implications
for the adoption, usability, intention to use, and success of RPA and PM application
systems that promise concrete practical benefits or address practical sources of problems.

The conceptual and technical solutions identified can be enumerated as follows.

First, the results show how the perceived usefulness of the technologies is influenced.
The thesis can recommend vendors of RPA and PM application systems to use these
perceptions to develop a coherent and consistent strategy for user-centred technology
deployment. For example, vendors of RPA and PM technology systems should consider
the identified drivers and barriers when designing their application systems at the time of
implementation and later during use. In this way, vendors can reduce potential barriers to
the adoption of their solutions and contribute to improved adoption and solutions. The
thesis has shown that the intention to use and the success of the technologies correlate
with the information technology knowledge and skills of the users. If the solutions are to
continue to be useful in practice for the widest possible range of users, the problems
associated with the use of the technologies should be addressed in a design-oriented
manner. In this context, the results here have shown that while users are aware of the
process and have a high level of process knowledge, they are generally unaware of the
integrated systems in which the solutions are used. This leads to problems as the RPA
and PM application systems work within immanent operating system boundaries and their
functionality very often depends on recourse to multiple operating system processes.
However, the users usually do not have the necessary background knowledge to
adequately identify or solve the resulting problems. In this case, the design shown in this
thesis can minimise the sources of errors on the operating system side by homogenising
the system environment. As shown in the thesis, this contributes significantly to

increasing the usefulness and acceptance of the solution.

Secondly, the main finding of this thesis becomes clear, which lies in the employee-
centred design of RPA and PM application systems. From a practical perspective, the
contributions gained in the thesis offer implications for target group suitability.
Accordingly, the thesis provides insights that can be summarised under the three

hypotheses raised in the context.

In addition to the goal of making the development of RPA and PM application solutions
as self-explanatory and low-threshold as possible, e.g., users do not write any program
codes, but use purely visual programming in the form of graphic pictograms, building

blocks, and modules. It is also a question of making the execution of these solutions even
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more explainable and comprehensible, to give employees complete transparency about

the process for which they are responsible.

The results of this thesis show that in contrast to the hindering factors previously
identified in the literature, the constructs formed are primarily rooted in the designated
wtraceability* in the use of RPA and PM technologies. The contribution of this thesis in
this context was a design of the adaptation option of the execution speed to the wishes of
the user, who could thus track and control the execution of the solutions. Other design
contributions were the representation of temporal sequences of solution execution to
show where a solution was at the time, i.e., which activities had already been completed
and which still needed to be done. This was achieved through a simulated flowchart of
the automation process, which graphically accompanied the automation process in a
meaningful way and was visible to the user. This thesis was able to contribute to the fact
that it is possible to technically counteract the perceived loss of control of the employee
when using these technologies. The results of this thesis contribute to the critical factors
of RPA and PM development and thus to the increase of willingness to use these
solutions. The design presented within the thesis and research contributions shows that a
simple representation of contextuality, considering the overall process in which
automation takes place, already leads to positive effects. Consequently, the design of
application systems in the future should also visually pick up on and represent much

broader embeddings and contexts within the development environment.
Design of the application systems in research

For research, this thesis offers numerous new and novel starting points and perspectives
for further reflection and consideration. The constructs of traceability have not been
addressed or have been insufficiently addressed in the established scientific literature on
RPA and PM. The issue of loss of control, which has been identified as a novel obstacle
in this thesis, should also be further addressed in this regard. This research should happen
especially against the background and in connection with the contextual adaptation of the
role understanding of BPM managers. The prevailing narrative that information
technology competence need not be necessary or subordinate to the use of application
systems should be broken down, dissected, and reflected upon more critically than has
been the case to date. New underlying issues and aspects may need to be included in the
required skills of BPM managers, e.g., concerning a profound detailed knowledge of data
flows, database schemas and operating system processes, in order to realise the full
potential of software enablement for BPM. Future research should therefore expand the

scope and diversity of analysis in dimensions such as new application areas.
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To this end, in addition to behavioural science methods, such as case studies, researchers
could also use more focused design research methods to observe or generate more real
cases and thus more real problem and solution spaces. Further research is needed on how
to create and measure real value for organisations using technologies, such as RPA and
PM . Future research needs to address the specification and quantification of these
indicators. Research knowledge must be guided by these indicators and the success of

research must also be measured against them.
Design of process management in practice

This thesis also provides three contributions to new insights on the integration and

integrability of these new technologies regarding BPM. These are divided as follows:

First, it is shown that, contrary to the objective presented and demanded in the scientific
discourse, RPA cannot only automate existing business processes. As a contribution, this
thesis shows that the use of RPA can also meaningfully optimise infrastructures through
new and even novel processes and offers added value in system optimisation itself. Thus,
this thesis offers a new starting point for existing RPA research and makes a significant
theoretical contribution in the form of an innovative application of RPA in a previously
unexplored deployment scenario in the context of BPM. Therefore, this thesis can
contribute to the existing research strand on the benefits and possible deployment
scenarios of this technology. Accordingly, a discourse space opens here to further reflect

on the possible use of RPA for a new concept of BPR activities.

Secondly, this thesis also shows that BPM and RPA can be combined very well to achieve
a higher level of automation of business processes even faster, so that RPA can be
integrated into a BPM solution and thus enhance the solution. In this way, the thesis
creates a contrast to previous literature, which claims that BPM, in contrast to RPA, offers
an environment in which processes are continuously improved, but exactly this possible
process improvement can also be achieved by RPA or PM. Through targeted use,
completely new, previously impossible processes can be created. Or new, previously
impossible integrations of process concepts, such as the ,,Flexibility by design* theory,
can be incorporated into existing and established process structures and applied.
Accordingly, the conclusion can be drawn here to redesign the previous integration of
RPA as a skeletal sub-instrument of an overarching BPM. A redesign of BPM based on
the new possibilities of RPA seems to be a partial counter position to the established

research in this field but can draw on the empirical foundations mentioned in this thesis.

Thirdly, the competence assumption and equipment of future and current business process

managers' competences, self-image and role understanding will have to be readjusted.
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The expectation that technology will increasingly turn and adapt to the competence
profiles of users may, as shown in this thesis, lead to a simplification of use, but has the
consequence that existing process managers will have to significantly upgrade their
competences. In particular, the underlying operating systems need to be explored in detail
to fully understand, evaluate, and apply the benefits of the technologies. The RPA
application systems run on the graphical user interface but use inherent functionalities of
the operating system to be able to work performantly and with the widest possible
application radius. A lack of awareness of the process flows inherent in an information
system can therefore quickly limit the potential of an RPA solution and, in the worst case,
even prevent errors from being detected during execution. It is not enough to rely on
aggregated results from the application systems; without knowledge of the underlying
data structure and data origin, the allocations then made are not verifiable, not classifiable,

and thus not traceable.
Design of process management in research

This thesis provides some new insights that are worthy of further consideration by the
research community, especially because the topics of RPA and PM continue to keep the
field of BPM research very busy and will continue to do so in the years to come. The shift
in the required competencies of process managers and BPM experts needs to be reviewed
in this regard. This thesis shows that the penetration of business processes by, but also
with, digital technologies require an adjustment of the self-image of future process
managers in the direction of the required IT competencies, especially in the direction of
databases, data science, and beta systems, for which further research will be necessary.
The integration questions of how or with what IT technology can support, complement,
and also change BPM are already being dealt with comprehensively by the established
science in this area.

For this current BPM research, especially for research in the field of the integration and
linkage possibilities of new technologies with BPM, this thesis provides new insights and
perspectives for further research. In the established literature, both RPA and PM are
usually declared as part of a toolset to be integrated for BPM or specific BPM tasks and

usually do not focus on the improvement of processes, but only on their automation.

This thesis shows that this view needs to be supplemented, as new and novel business
processes can very well be realised with RPA technology that would not be possible
without the use of the technology. For example, RPA- or PM-based activities can already
be used in business process design, €.g., to map subtasks in the form of a design designed
for maximum automation possibilities or to generate the necessary process infrastructure

as shown. It should therefore be scientifically investigated further whether RPA solutions
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can not only be a supplement to BPM but also to BPR, to enable a revolutionary process
redesign here, where this has not been possible so far. The limitations mentioned in
Section 5.2 need to be addressed in particular through more comprehensive studies that

cover several areas and extend over a longer period of time.
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Preserving the Legacy - Why Do Professional Soccer Clubs (not) adopt
Innovative Process Technologies? A Grounded Theory Study

Abstract:

Technologies such as Robotic Process Automation or Artificial Intelligence are becoming
increasingly recognized as essential elements and engines of digital transformation in
businesses today. However, especially in the professional sports industry the adoption of
these technologies appears to be lacking behind. This paper aims to give a deeper
perspective and understanding on the drivers and inhibitors of adoption and use of
innovative process technologies in professional sports. To this end, we conduct a
grounded theory study of data collected from two German professional soccer clubs, one
from the first league (Bundesliga) and one from the third league (3. Liga). Our study
shows that adoption depends upon expected efficiency and effectiveness gains, perceived
ease of use, perceived (positive) market pull, and perceived (negative) supporter
perception. While the first three constructs are well known in technology acceptance
literature, the latter two are comparably new in this research stream. We thus especially
discuss the impact of perceived positive market pull, i.e., a pull from clubs’ sponsors and
competition, and perceived negative supporter perception, i.e., the fear that customers
might lose loyalty due to increasing process digitalisation, on adoption and use of

innovative process technologies in professional sports.
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6.1 Introduction and Motivation

In 2019, a publication of the world's largest annual multi-segment convention for the
sports industry has posed a provocative question: ,.Is the sports industry oversleeping the
process of digitalisation?* (Thieringer 2019). This practice-related question emerges as
virtually all organisations around the world are engaged in the digital transformation.
Although there is no common definition for the term, it is clear that in the course of
digitalisation new technologies can be used to innovate products, services, processes, and
business models (Ali and Park 2016; Armbruster et al. 2008; Potts and Ratten 2016;
Wiesbock and Hess 2020).

In line with such an understanding and focusing on sports management, Ratten calls this
technological innovation and sees the need for sports management to invest in innovative
technologies that can support new or improved products, services, processes, or business
models (Ratten, 2016). Here, Ratten explicitly calls for more (also qualitative) research
on sports technological innovations from a previously neglected administrative

perspective, a demand that is consistent with the provocative question mentioned above.

These innovative technologies have many facets. One is innovative process technologies,
a group of technologies that can be used to radically change the way business processes
and services are executed and delivered (Lacity and Willcocks 2016; van der Aalst et al.
2018b; Willcocks 2020). Examples for these innovative process technologies include
Robotic Process Automation (RPA), Cognitive Automation, and Artificial Intelligence
(AD). These innovative process technologies can affect the entire organisation having an
impact on business performance (Armbruster et al. 2008; Attaran 2004; Hammer 2010).
They are therefore of interest to sports managers responsible for the administration,
control, and organisation of operational procedures and economic performance of sports
clubs. In the next few years, all procedures and processes in these clubs will probably be
converted to digital procedures or completely rethought (Ferreira et al. 2020; Fleischmann
and Fleischmann 2019; Ratten 2018; Ratten and Dickson 2020; Stark 2020).

In this article we focus on innovative process technologies which support innovation of
both services (or, service innovation) and internal business processes (or, administrative
innovation) within the professional sports industry (Ratten 2016). Within this industry,
especially professional soccer is of particular interest as it had to rapidly scale in the last
years from national to international activities and had to adapt accordingly (DFL
Deutsche Fuf3ball Liga GmbH 2020). McKinsey even puts the speed of economic growth
of German soccer at ten times that of German industry (Netzer et al. 2015). At the same
time, regardless of their economic success, most sports clubs are by nature old-fashioned

constructs with deep local roots and a high degree of cultural preservation (Gibbons
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2016). As illustrated by the provocative question from the beginning, adoption of
innovative process technologies in the professional sports industry seems to be lacking

behind. As such, we formulate two research questions:

RQ1: What are drivers and inhibitors for the adoption of innovative process technologies

in professional soccer?

RQ2: How far do these drivers and inhibitors match the established technology adoption
theory?

To conduct this research, we employ the grounded theory method. This method is an
established procedure in qualitative social research for this kind of acceptance research,
as it combines the greatest possible openness towards the research subject with rule-based
theory formation (Glaser and Strauss 2017; Urquhart and Fernandez 2016; Wiesche et al.
2017). For this purpose, we identified and examined two professional German soccer
clubs, both of which can look back on a history of more than 100 years. One club is
economically very successful in the first division, the other club has completely different

economic conditions and plays in the third division.

Our results suggest that the adoption and use of innovative process technologies in
professional sport is influenced by five variables. Firstly, expected process efficiency
gains refer to the expectation of decision makers in sports clubs that innovative process
technologies improve process efficiencies. Secondly, expected process effectiveness
gains capture the expectations of decision makers that processes become more effective
through innovative process technologies. Thirdly, the adoption is also influenced by a
perception of the ease of use of said technologies. Fourthly, we contribute a new
antecedent of technology adoption: perceived positive market pull. This variable can be
related to brand image fit as discussed in marketing literature. However, our study also
suggests that decision makers tend to adopt innovative process technologies if they
perceive their sponsors to request these technologies. Lastly, we also contribute the new
antecedent of perceived negative supporter perception. Apparently, certain decision
makers fear that their fans will lose club loyalty when the introduction of innovative

process technologies is noticed by fans.

After a presentation of the research background, we will describe our research approach.
Then we will present our results. This will be followed by a discussion of our results and
contributions to theory and practice. The paper ends with a final summary, limitations,

and a short outlook.
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6.2 Research Background

6.2.1 Innovative Process Technologies

The automation and digitalisation of business processes using innovative process
technologies is considered one of the most important success factors for digital
transformation (Aydiner et al. 2019; van der Aalst et al. 2003; van der Aalst et al. 2018a;
Willcocks 2020). The current scientific literature describes that any organisation,
independent of size and sector, that does not deal with this topic will sooner or later
disappear from the market. Because very soon the value-added processes will either be
too slow, too expensive (because they are executed manually), or too flawed - and in the
worst case all of them together (Aydiner et al. 2019; vom Brocke and Rosemann 2010).
As customer requirements are, in this case, no longer met, customers will turn away from
the company. Hence, organisations employ innovative process technologies as one way
of continuous innovation of services and management (Birkinshaw et al. 2008; Ratten
2016; Vaccaro et al. 2012).

Following Willcocks (2020) we define innovative process technologies as computer
technologies used to mimic cognitive and other functions that humans associate with
human mind. Willcocks calls these technologies ,,41 branded* and argues that they cover

RPA, cognitive automation, as well has strong AI (Willcocks 2020).

Artificial Intelligence can be defined as ,,the capability of a machine to imitate intelligent
human behavior (Artificial Intelligence n.d.). The foundations of Artificial Intelligence
are not new. Early concepts, such as artificial neural networks, were introduced in the
1960s (Schmidhuber 2015; vom Brocke et al. 2018). In a 1984 Delphi study, Dickson and
colleagues could show that Al was not among the top 10 information systems
management issues. They argued that, while Al was ranked low, it ,,may become much
more important by the end of this [1980s] decade* (Dickson et al. 1984). While it took
some decades longer, Al is now, due to the increases in computing power and availability

of training data sets, in transit from theory to practice (vom Brocke et al. 2018).

Today, we are in the age of the rise of Al as reported by mainstream media (Lohr 2018).
In 2017, self-learning Al algorithms were able to beat any chess or go player (both human
or traditional chess computers) (Silver et al. 2018). But Al usage has not stopped in these
»regulated and controlled environments (vom Brocke et al. 2018). Today, organisations
are using Al to improve decision making on all levels, e.g., through dynamic pricing and

match-making in the taxi business (Cramer and Krueger 2016), Industry 4.0 and improved
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business models, such as predictive maintenance (vom Brocke et al. 2018) or advanced

recommender systems in the tourism industry (Borras et al. 2014).

As Willcocks argued, a lot of technologies are now Al branded. One example for this is
RPA. RPA is one means to automate business processes going beyond traditional core
system automations such as Enterprise Resource Planning (ERP) systems (Penttinen et
al. 2018; Plattfaut 2019). In contrast to these traditional process automation technologies,
RPA can be defined as a technology that allows the easy development of computer
programs (i.e., bots) which automate computerized business processes through the usage
of a Graphical User Interface (Lacity and Willcocks 2016; Penttinen et al. 2018; van der
Aalst et al. 2018a; Willcocks et al. 2017). As such, RPA uses software and algorithms to
automate human actions to support efficient business processes (van der Aalst et al.
2018a; Willcocks et al. 2017). Instead of using human labor to type, click, and analyse
data in various applications, a software robot is used where it is too expensive or
inefficient for humans to perform a task or process (Hofmann et al. 2020; Plattfaut 2019).
Especially in volatile professional sports environments, there are rapidly growing demand
spikes that can occur seasonally, e.g., at the start of a new season or championship, or
quasi-sporadically, e.g., before the match-day (Byers 2018; Lis and Tomanek 2020;
Sandy 2017). Particularly during peak demand periods RPA can reduce seasonal

operating costs.

Literature on RPA in the related event and tourism industry highlights three main themes
where RPA can support organisations: operational efficiency, service quality, risk
management and compliance (Enriquez et al. 2020; Ivanov et al. 2017). All of these topics
are also highly relevant in the professional sports business environment (Brown et al.
2021; Byers 2018; Higham 2018; Potts and Ratten 2016). However, the adoption and use
of RPA as one instance of innovative process technologies in professional sports has not

been researched, yet.

There are numerous publications and studies in the field on how RPA can impact and
improve operational efficiency in general. Most importantly, RPA saves manual labor
and workload (van der Aalst et al. 2018a) with a significant reduction (30% to 70%) in
task processing time, process flow, and waiting time (Lacity and Willcocks 2016).
Moreover, the processes that are automated through the use of RPA are easily modifiable.
RPA robots can be re-configured by changing actions of a process being executed by a
worker. This is in contrast to traditional core system automations which require advanced

coding to make changes to a system (Penttinen et al. 2018; Willcocks 2020).

There are two main ways how RPA can improve service quality. Firstly, RPA bots can

work around the clock, which is an important factor in offering services 24/7 without
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drastic increase in staff, especially in the tourism and leisure industry (Gretzel 2011;
Ivanov et al. 2017; Mendling et al. 2018). Secondly, as RPA automates the tedious tasks
(see above), employees can spend more time on value-added work and improved decision
making (Lacity and Willcocks 2016), which increases service quality. The need for
increases in service quality is of recurring relevance in professional sports business
(Blumrodt et al. 2012; Higham 2018; Kuper and Szymanski 2018; Verhoef et al. 2017).

RPA supports the implementation of risk management approaches and process
compliance. Exemplarily, the use of RPA reduces erroneous data sets that result from
human error. In customer relationship management (CRM), RPA software can keep a log
of tasks performed to ensure that automated processes meet regulatory requirements.
Through this, compliance and risk management requirements can be fulfilled (Aguirre
and Rodriguez; Zhang 2019).

As RPA imitates human behavior, it is sometimes argued that RPA bots are one
instantiation of Al (Dias et al. 2019; Tsaih and Hsu 2018). While there is some debate on
this, especially as RPA focuses mostly on rules-based and repetitive tasks, it is
nevertheless Al-branded and one example of innovative process technologies (Willcocks
2020).

Another example of such an Al branded technology is cognitive automation. Cognitive
automation (CA) can be defined as ,,a software tool that analyses unstructured data using
inference-based algorithms to produce probabilistic outcomes* (Scheepers et al. 2018)
and as such relies on supervised and unsupervised learning instead of predefined rules to
support decision making and action taking (Lacity and Willcocks 2016). CA can be used
in processes to automate also parts of customer interaction, e.g., to recommend the next
product to buy or deal with customer service requests (Scheepers et al. 2018). While the
application spectrum of RPA has been thoroughly researched, established, and
implemented in recent years, CA applications are still in the development phase (Enriquez
et al. 2020; Jarrahi 2019). Literature suggests that CA is an umbrella term for the
application of technologies such as computer vision, optical character recognition (OCR),
natural language processing (NLP) and sound processing to automate tasks that would
otherwise require manual effort (Davenport et al. 2020; Dwivedi et al. 2019; Jarrahi 2019;
Mendling et al. 2018; van der Aa et al. 2018; Zhang 2019).

As mentioned earlier, traditional RPA approaches are limited to automating processes
that involve structured data and require quick, repetitive actions without much contextual
analysis or handling of contingencies. This means that, RPA can only work effectively if
decisions follow an 'if/then' logic, with no human judgement required in between.

However, this rigidity means that RPA approaches are unable to capture meaning and
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further process unstructured data (Chakraborti et al. 2017; Dwivedi et al. 2019). In
contrast, CA can consider both structured and unstructured data to automate more
complex processes (Canhoto and Clear 2020; Lacity and Willcocks 2018). CA and RPA
are increasingly intertwined, so that bots can draw on cognitive elements to extract
meaningful information from unstructured plain text and then input that data into core

systems, just as a human did previously (Kannan 2018; Scheepers et al. 2018).

These innovative process technologies are one means to innovate services and business
processes within companies (Lacity and Willcocks 2016). Technologies like them enable
both new customer experiences and higher efficiencies and, thus, drive business
performance (Ratten 2016, 2018).

6.2.2  Professional Soccer and Innovative Process Technologies

The adoption and use of innovative process technologies is an area in which professional
sports, especially professional soccer, are well suited for research. Soccer clubs are
generally not technologically oriented enough and usually have limited experience with
modern procedures and state-of-the-art instruments (Byers 2018; Uhl and Zenhdusern
2019).

Moreover, the professional sports environment has been growing exponentially for years,
economically speaking, in the influx of new global supporters and in areas of services to
be provided. In the last 50 years, the image of the non-profit association with a non-profit
character has changed at almost all professional soccer clubs into purely profit-oriented
companies. For decades, the commercialisation of soccer has been closely linked to two
factors. The first factor is the media's interest in soccer (Anderson and Sally 2014; Kuper
and Szymanski 2018). For it was only through the growing public attention that soccer
became attractive to commercial interests. This in turn made soccer matches a suitable
platform for the placement of advertising (Prigge and Tegtmeier 2019). The second factor
is the enormous development of soccer towards professionalisation, which also has a
direct impact on commercialisation (Kuper and Szymanski 2018). This created a web of
relationships between the media, sponsors, the public and soccer (Kuper and Szymanski
2018; Rohde and Breuer 2016). Accordingly, the clubs must present their annual reports

in order to be able to report increasing turnover figures to their shareholders.

In addition to sporting success, discussions about annual turnover, sponsorship income,
ticket sales and financial competition now determine the clubs' strategies. According to
the literature, sporting success and the economic situation can no longer be separated in

professional soccer (Byers 2018; Kuper and Szymanski 2018; Rohde and Breuer 2016;
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Sandy 2017; Woratschek et al. 2014). The socio-political interest is also reflected in the
increasing commercialisation, for example in the form of the massive public interest in
high-profile studies such as the ,,Deloitte Football Money League (Deloitte Sports
Business Group 2021).

Professional sport therefore offers a great potential for examining the automation factors
for service provision, value creation and information exchange between themselves and
their supporters (DFL Deutsche FuB3ball Liga GmbH 2019; FIFA Finance 2019).

The academic literature describes and divides the predominant customer structure of a
soccer club into the following five components: first, the fans and the sports audience
(Bauer et al. 2005; Kuper and Szymanski 2018), second, the sponsors & other advertising
partners (Biscaia et al. 2014; Kuper and Szymanski 2018), third, the other soccer clubs
(as transfer partners) (Pick and Gillett 2018; Woratschek et al. 2014), fourth, the
marketers (as buyers of licensing rights) (Ko et al. 2008; Park et al. 2011) and fifth, the
media (as buyers of broadcasting rights) (Henseler et al. 2011; McCarthy et al. 2014).

Of these market participants, fans and sponsors form the most important reference group
and the most important customer group for soccer clubs in monetary terms (Ko et al.
2008; McCarthy et al. 2014; Woratschek et al. 2014). For these reasons, we will discuss

these two groups in more detail in the following sections.

However, since the totality of fans differs in their values, norms, social forms and patterns
of action, they do not form a marketing unit and are therefore divided into individual
groups or categories (Bauer et al. 2005; Koenigstorfer et al. 2010; Kuper and Szymanski
2018; Pick and Gillett 2018; Tapp 2004; Wann and James 2018). In the scientific
literature, especially on German professional soccer, a distinction is made in the
classification between the consumption-oriented, the soccer-centered, the experience-

oriented, and the critical fan.

Consumption-oriented fans consume the game as a leisure activity, which they pursue

either alone or in a group.

Soccer-centered (sports-centered) fans consume the game in fixed communities in an

organised form of the fan club.

Experience-centered fans see the game as an event; consumption here takes place in
smaller cliques and less in organised fan clubs. Here, it is not primarily about the success
of the team, but about the fun and the shared experience (Pick and Gillett 2018; Tapp
2004; Wann and James 2018).



Part B 123

Critical fans, lastly, attach great importance to rituals before and after a game (Bauer et
al. 2005; Park et al. 2011; Pick and Gillett 2018; Samra and Wos 2014). They are active
and try to have a positive influence on the fan scene or soccer (Pick and Gillett 2018;
Samra and Wos 2014; Yoshida et al. 2014).

The sponsor customer group, which comes into contact with the fan via the club, provides
a sports club with money, goods and/or services and in return receives the communicative
use of the club's brand rights to achieve its own corporate communications objectives
(Biscaia et al. 2014; Woisetschldger et al. 2010). The sponsor generally uses its
involvement with a club as an instrument for achieving its own market-psychological and
market-economic objectives. The income from sponsorship commitments, such as shirt
and equipment sponsorship, perimeter advertising and the granting of naming rights to a
venue, forms a central revenue component for clubs (Woisetschlédger et al. 2010). In order
to achieve the greatest possible benefit for the club and the sponsor in the cooperation,
the literature speaks of a ,,brand fit“. This assumes that the brands of the sponsoring
company and the sports club must have similar characteristics and thus both influence
each other positively in their brand strength (Ko et al. 2008; Zaharia et al. 2016).

The use of innovative process technologies in professional soccer is not comprehensively
addressed in current research. There is research on usage of Al to improve sports
performance, e.g., to mitigate problems of physical education (Constantinou and Fenton
2017; Miljkovi¢ et al. 2010), improve sports training (Puchun 2016), and support
decisions for human trainers through artificial intelligence (Brown et al; Rein and
Memmert 2016). Previous research was mainly conducted in the areas of individual,
player-specific data analysis (Sarmento et al. 2014) and training programs tailored to the
needs of the player (Link et al. 2016), e.g., in the area of artificial intelligence-based
generation of fitness plans to prevent injuries (Fister et al. 2016; Millington and
Millington 2015). The integration and application of different technologies to cover the
whole range of sports measurement (Edgecomb and Norton 2006; Memmert et al. 2017),
sports training and physical education by supporting virtual reality and Al / machine
learning is also mentioned several times in the research (Randers et al. 2010; Xiao et al.
2017) without being a focal point. While there is some research on Al and sports
performance, there are hardly any papers on Al or RPA to improve supporter interaction
(e.g., digital marketing) or internal optimisation in professional soccer clubs. A deeper
understanding of the usage of Al and RPA in sports management would also help closing
the research gaps on service innovation and technological innovation raised by Ratten
(2016).
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However, looking at related sectors such as the tourism sector, the leisure sector, and the
events sector, we are able to identify possible similar or transferable application areas.
These can be illustrated by various use cases from the literature, most notably as Al-based
personalisation of content based on customer data, pattern recognition for content capture

and Al-based communication control with customers.

Common application scenarios include the use of Al-powered data-driven attendee
management. Use cases outlined there for the sports (event) industry include personalized
attendee management processes, such as the creation of personalized event websites. Use
cases for areas where solution knowledge is incomplete, such as the impact of advertising
banners on the purchasing behaviour of sports audiences, as well as strategic event
planning, market research, data analysis and advertising effectiveness research are also
frequently found in the literature (Davenport et al. 2020; Gretzel et al. 2015; Neuhofer et
al. 2020; Tussyadiah 2020; Verhoef et al. 2017). Especially in the event and leisure
industry, there are many exemplary application scenarios of Al-based business processes
for the design of an effective customer journey, such as the processes for the intensive
application of personalisation for the purpose of meaningful product recommendations;
tailored to the customer's purchasing behaviour or last event visit (Buhalis et al. 2019;
Gretzel et al. 2015). In addition, there are many use cases in the literature where Al-driven
pattern recognition is used to identify regularities and patterns within a data set. This can
be further divided into NLP, which is used to automatically process human languages
including speech and text-based communication, and face or image recognition, which is
based on visual features (Canhoto and Clear 2020; Ogle and Lamb 2019; Tsaih and Hsu
2018; van der Aa et al. 2018). This is where the research describes visitor flow
management in terms of facial recognition, in that at various types of events, attendees
can be verified by Face ID as they enter (Ivanov et al. 2020). Here, the research talks
about an Al-powered customer journey, which is already being explored and
implemented in the form of admission control, badging and smart event apps (Davenport
et al. 2020; Ivanov et al. 2020; Tussyadiah 2020).

6.2.3 Technology Acceptance and Adoption

The question of why individuals and organisations accept, adopt, and use a specific
information technology has a long tradition in management science and information
systems research starting from the first introduction of information technology into
organisations (Lee et al. 2003). In this sense, adoption refers to ,,the decision to make full
use of an innovation as the best course of action available* (Rogers 2003). As such,

researchers often conceptualize adoption as an intention to act, i.e., an intention to use a
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system, and thus precedeing actual usage. This understanding is closely related to the

theory of reasoned action (Fishbein and Ajzen 1975).

For information technology, the first theory to understand antecedents of technology
adoption was the technology acceptance model, or short, TAM (Davis 1989). TAM can
be regarded as a starting point for a remarkable stream of research and can be considered
the leading model of technology adoption for nearly two decades (Bagozzi 2007; Lee et
al. 2003). TAM argues that the technology adoption is driven by perceived ease of use
and perceived usefulness of the technology. In this regard, individuals assess whether a

new technology is easy to use and is beneficial.

Building on TAM, researchers created and tested multiple alternative models and
approaches which led to the development of the Unified Theory of Acceptance and Use
of Technologies (UTAUT) by Venkatesh et al. (2003). It is currently the most widely
used model to understand technology adoption (Williams et al. 2015). UTAUT postulates
that next to perceived ease of use (or effort expectancy) and perceived usefulness (or
performance expectancy), individuals are also influenced by their social surroundings,

1.e., by the perception of friends, family, or peers, when adopting a technology.

However, TAM, UTAUT and other similar models mainly regard the adoption of
technologies by individuals. Technology adoption research has not put an emphasis on
adoption within organisations (Bagozzi 2007). Exemplarily, prior research studied the
adoption of digital voice assistants, another form of Al-branded automation technology,
by individuals and identified that these technologies are adopted when they are perceived
to be (in line with TAM and UTAUT) useful and easy to use but also when they are not
perceived as humane, i.e., when they show a low level of anthropomorphism (Fernandes
and Oliveira 2021).

Studies of the adoption of innovation are often based on similar arguments. Research
could show that the perception of the characteristics of an innovation (irrespective
whether it is a technological or managerial innovation) has impact on the adoption of the
innovation. (Frambach and Schillewaert 2002). In this case, the adoption of an innovation
by an organisation may be necessary to maintain the market position as non-adoption
would lead to competitive disadvantage (Frambach and Schillewaert 2002) or lower
levels of profitability (Sinclair and Cohen 1992).
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6.3 Methodology

6.3.1 Research Approach

Our research approach follows the inductive grounded theory method (Charmaz 2006;
Glaser and Strauss 2017; Urquhart and Fernandez 2016) to investigate the specific
conditions of acceptance of innovative process technologies in soccer clubs. In particular,
we aim at addressing questions such as ,,Which constructs are relevant for the acceptance
of innovative process technologies in professional sports clubs?, ,What are the
antecedents of a possible acceptance? or ,,To what extent can these constructs be
integrated into existing theories?* by the here-presented research. The grounded theory
approach is particularly applicable in explorative studies. It is often used to study socio-
technical behavior in emerging research domains, such as the adoption of innovative
process technologies by professional sports clubs (Wiesche et al. 2017). While
technology acceptance research has a long tradition in the field of information systems
(e.g., Davis 1989; Venkatesh et al. 2003), our study can still be considered explorative as
innovative process technologies in the field of professional sports have not yet been
scientifically investigated. We need to acknowledge that in line with Strauss and Corbin
we were aware of the background in professional and disciplinary literature but refrained
from carrying out an extensive initial literature review both to prevent potential biases in
data collection and analysis and to not restrain the researchers’ creativity (Corbin and
Strauss 2014)." However, through grounded theory we are able to, based on a rich
description of empirical observations, develop a theoretical model including different
variables and their relationships (Wiesche et al. 2017). Based on the goals of our study

and the research methodology, we carefully selected our cases of investigation.

6.3.2 Case Selection

We selected professional soccer clubs which have experienced a substantial increase in
supporter interaction, particularly in the last decade, while still being considered
Htraditional“.? This sampling can be considered purposeful (Birks et al. 2013; Charmaz
2006; Glaser and Strauss 2017) and focuses on finding data that would provide the

greatest opportunity to learn about the phenomenon under study (in this case, the drivers

! Please note that the background section on technology acceptance and adoption was written after the
finalization of the study and included in this paper to increase understandability for the reader.

2 Examples for organizations that would not fit these criteria in German professional soccer are TSG 1899
Hoffenheim, a German soccer club that became professional in the last 20 years mainly due to funding
by SAP cofounder and main investor Dietmar Hopp or RB Leipzig, a German soccer club that became
professional in the last 10 years mainly due to heavy investments of an energy drink company.
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and inhibitors of the adoption of innovative process technologies in professional sports)
(Bozi¢ et al. 2020; Charmaz 2006; Wiesche et al. 2017).

To address our research question, we analyse two professional soccer clubs that show
some similarities and some differences. Both soccer clubs are from Germany and have
long histories. They started as registered non-profit associations (eingetragener Verein)
more than 100 years ago. Subsequently, both have changed their legal status and are now
profit-oriented companies. As per our selection criteria stated above, both clubs have

experienced an increase in supporter interaction.

However, our two case organisations also have differences. One of them has been fairly
successful overall and in recent years (and will be called CHAMPION in the following).
CHAMPION plays in the German Bundesliga (highest league) and regularly competes
on an international level (UEFA Champions League or UEFA Europa League). With over
500 fan clubs worldwide and one of the highest number of fans travelling to away games,
CHAMPION's fan base is one of the largest, most passionate, and loyal in the world. As
such, this fan base consists of vocal soccer-centered and critical fans, which have a strong
visibility and influence within the fan scene. In the 2019/2020 season, CHAMPION was

able to generate a turnover of about 500 million Euros (see Table 6-2).

Table 6-2: Key statistics of CHAMPION

Employees (Full time equivalent) ~400
On professional level since > 50 years
Turnover (2018/2019 season) ~500 Million EUR

Biggest success in last 25 years on national | Win of a major European tournament
level
Average number of stadium guests in league | > 50k guests
game
Club members > 100k members

The other club has a stable supporter base and a long history (and will be called LEGACY

in the following?). They participated on the highest league and were runner-up to the

national champion over 50 years ago. Over the last few decades, their success has
declined. Recently, they were able to succeed on a regional level and are currently
competing in the third league (Dritte Liga), which is the lowest professional soccer league
in Germany. LEGACY has a very homogeneous, critical, and experience-oriented fan
culture that is tradition-conscious and supports the club because of its local roots.

LEGACY is able to generate around 7 million Euros revenue per year (see Table 6-3).

3 Both clubs asked for the protection of their privacy and are referred to as pseudonyms only.
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Table 6-3: Key statistics of LEGACY

Employees (Full time equivalent) ~100

On professional level since > 50 years
Turnover (2018/2019 season) ~ 7 Million EUR
Biggest success in last 25 years on national Regional champion
level

Average number of stadium guests in league =~ 5k guests

game

Club members ~ 2k members

Data Collection

We collected data from several sources. These sources included news articles on
technologies used, press releases from clubs, experience reports from supporters in social
media, as well as supporter clubs and informal interviews with supporters. Our main
source of insight, however, were semi-structured interviews with 6 experts from the two
differently oriented and differently successful soccer clubs. Participants were selected to
represent all stations along the customer value chain of a professional sports club in the
field of supporter interaction. We interviewed our participants about their previous
digitalisation journey and potential drivers and inhibitors of adoption of corresponding
innovative process technologies. The interviews each lasted about one hour and were
conducted in person. (with one exception where we needed to conduct the interview over
the phone) by one of the authors. We used the principles of cognitive interviewing (Beatty
and Willis 2007; Willis 2004) because of its effectiveness in regaining people's memories
(Beatty and Willis 2007). All interviews were recorded digitally and transcribed literally.
Interview transcripts were shared with the interviewees and signed off by them. In case
of' necessary changes to the interview transcripts, we discussed them with the interviewees
to gain deeper understanding. During interview transcription of the first interviews we

adapted our guiding questions for the later interviews when needed.

In total, we conducted five interviews for CHAMPION and as stated above, one interview
for LEGACY. The duration of the interviews was approximately 39 to 71 minutes per

interview (see Table 6-4).

Table 6-4: Data Collection Results

CHAMPION LEGACY
Number of Interviews 5 1
Total Duration of Interviews | 298 min 48 min
Average Duration of 59,6 min 48 min

Interviews
The interview partners came from different levels of the organisational hierarchy. We
were able to interview one of the managing directors of CHAMPION, and department
and team leads, as well as a senior developer. As such, we have a diverse group of

interviewees from the whole organisation. At LEGACY, we were able to interview the
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chief operating officer who has, due to the size of the club and their position, a good

oversight to give rich insights into LEGACY. Descriptions of the role of each interviewee
can be found in Table 6-5

Table 6-5: Description of Interviewees

Interviewee Responsibilities
Role
CHAMPION 1 | Head of Team | CHAMPION 1 is the head of Key Account
63 Min ‘Key Account | Management. She ensures that existing supporters of the
Management’ | club remain satisfied. Her primary goal is to establish
close supporter relations for a sustainable increase in
turnover. Main tasks include active management of
supporter needs and expectations and the derivation of
corresponding solutions as well as the development and
implementation of customer development strategies in
cooperation with the sales and marketing team.
CHAMPION 2 | Senior CHAMPION 2 is a senior developer for intelligence and
71 Min Developer for | analytics solutions. His primary tasks include
Intelligence & | administration, further development and migration of the
Analytics data warehouse system and optimisation of databases and
Solutions data models. Within the club, his responsibilities include
the development, creation and analysis of controlling
reports, the design and optimisation of internal processes
and workflows as well as the management of external
partners and cooperation with all IT departments.
CHAMPION 3 | Head of | CHAMPION 3 is the head of digital (Chief Digital
55 Min Digital Officer). His primary responsibilities include the
Division development of IT strategies for digital and traditional
(Chief Digital | business models, including strategic requirements and
Officer) structuring links to the club's business strategy. He is also
responsible for managing large and complex IT
transformations resulting from strategic business changes
or mergers and acquisitions.
CHAMPION 4 | Content CHAMPION 4 is a content manager in the sales and
70 Min Manager  in | marketing department. His tasks include the development
Sales and | of target group-specific content strategies to position the
Marketing club on the national and international markets as well as
Department the creation, organisation and planning of various online
content for a broad lead and campaign management,
especially websites, e-mailings and newsletters.
CHAMPION 5 | Managing CHAMPION 5 is one of the three managing directors of
39 Min. Director CHAMPION. He has the overall corporate responsibility
for the club's costs, performance, results and sporting
quality. His tasks also include positioning the club in the
market and realizing sustainable and profitable growth.
He is responsible for the representation of the club
towards the supporters, local partners, sponsors, politics,
the public, the media and the economy as well as the
supervision of public relations.
LEGACY 1 Chief LEGACY 1 is the chief operating officer of LEGACY.
48 Min Operating His responsibility is to manage day-to-day operations and
Officer ensure continuous process improvements and profitable

growth. The focus of the task is the stringent
implementation of club planning and the implementation
of a solid cross-divisional performance measurement
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system, as well as troubleshooting and continuous
optimisation of the support processes

As stated above, next to the interviews we collected written material from and about both
clubs. While access to interview partners at LEGACY was somewhat limited, the full
data set still allows us to gain insights along a spectrum of clubs ranging from great
success from both an economic and sports perspective (CHAMPION) to strong financial

constraints and low competitive success in recent years (LEGACY).

6.3.3  Data Analysis

After the correctness of each transcript was verified with the corresponding interviewee,
the transcript as well as the collected written material was read and evaluated by both
researchers. We examined each line of the data for its underlying meaning (i.e., the initial
coding), using line-by-line coding as a heuristic tool (Charmaz 2006). General questions
helped with the conceptualisation, e.g.: What happens in the data fragment? or What does
the data fragment express? (Bryant and Charmaz 2007; Wiesche et al. 2017). To support
this coding we employed NVIVO 12. NVIVO is a computer-assisted qualitative data
analysis software which is deemed to be especially useful in the facilitation of grounded
theory research (Bringer et al. 2004; Hutchison et al. 2010).

During our analysis we constantly compared each line of coded text with other lines of
already coded text (e.g., from different interviews) and their corresponding initial codes
(i.e., constant comparison). We gave data that indicated the same concept the same
conceptual label. In case of differences in coding and the interpretation of sentences and

paragraphs, the authors conferred until agreement was found.

While we analysed the first interviews and written material, we found an increasing
number of new codes. We abstracted from individual codes and, thus, reduced their
number (Charmaz 2006). These emerging codes guided our further data collection and
analysis. We nevertheless continued line-by-line coding throughout the study to avoid
omitting new theoretical insights. Our goal was to further develop the codes in progress
and their preliminary relationships with this newly incoming data. This was supported by
the creation of analytical memos and diagrams which were discussed among the
researchers (Charmaz 2006; Corbin and Strauss 2014; Urquhart and Fernandez 2016).
We stopped looking for new interview partners when we reached theoretical saturation,
i.e., when the incoming data gave us nothing new about the developed concepts and their
relationships (Birks et al. 2013; Corbin and Strauss 2014; Wiesche et al. 2017). An
overview of our first order codes and the related concepts is given in the following results

section (esp. Figure 6-1).
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Results

Our results with regards to important codes and derived concepts are shown in the
following Figure 6-1. We could identify five drivers and inhibitors of innovative process
technology adoption in our data set: Expected efficiency gains, expected effectiveness
gains, perceived ease of use, perceived (positive) market pull, and perceived (negative)
supporter perception. These drivers and inhibitors and their grounding in the data will be
presented in the following after a short introduction into the state of digitalisation and
innovative process technology adoption in both case organisations. We will discuss them

in light of existing theories on technology adoption in the discussion section.
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Ist-Order Codes

Cost reduction; Error minimization;
Minimization of rework time and control time;
Robots can be used permanently; Many are
standard processes; Resources can be used more
efficiently; Robots relieve employees of
tiresome, repetitive tasks; We see them here as
digital assistants like Alexa; Used for
administrative tasks; The technology saves time
for more demanding tasks

2nd-Order Concepts

The demands of the fans are growing from year
to year; Processing times are reduced
noticeably; no more annoying opening hours; no
queues; also available on weekends; 24-hour
availability; plus point for internationalization;
response times significantly faster

> Expected Process Efficiency Gains

Quite simple software; intuitive; can be learned
with comparatively little training effort; very
much supported by the software vendor

Learning-by-doing; a comprehensive learning
concept by vendors; independent self-study is
possible everywhere; self-study courses are
available online; a lot of self-responsibility in
determining the learning content; self-discipline
and self-motivation required

Increasing cost pressure in the league; strong
competition in the league; new ways are
necessary to keep up; process optimization and
automation are central components

of survivability; close observation of the market;
best-in-class practices are adopted; competition
analyses in technology; fans are aware of
additional usage at other clubs; service quality
as competitive advantages in a competitive
comparison; use of technology equals
competitive advantage; innovations to stand out
from the market

Innovation is demanded and promoted by
sponsors; innovative modern club as an
attractive sponsoring object; processes must be
digital in order to communicate with sponsors;
insufficient digitisation is a criterion for
exclusion of sponsors; networking through
technology is a must

Topics such as Al and robots are absolutely
taboo for our fans; the use of new technology is
negative news to the outside world; it is not
possible to show such projects to the outside
world; the culture of innovation is developing
too slowly due to the fans; the context of
cultivating tradition is still the primary driver

N

Training Availability

> Expected Process Effectiveness Gains

N

Comparison of competitors

N

Sponsor Pull

—)| Tradition awareness as brand image

> Perceived Ease of Use
> Perceived (Positive) Market Pull
A

Avoidance of confrontation with the supporters;
Supporters as an obstacle to innovation;
Supporters do not expect or demand innovation;
Conservative mindset in the club; Fear of the
fear of the fans; Al and soccer do not go
together; Tradition and modern technology have
opposite effects on the outside; Data protection
is becoming increasingly important for the
supporters; Personal contact is demanded by the
supporters

N

Expectations of the fans

Figure 6-1: The data structure

» Perceived (Negative) Supporter Perception
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In both professional soccer clubs, senior management has acknowledged that ,,[they/ are
in the midst of digitalisation of professional sports* (CHAMPION 5). It is clear that
sautomation and digitalisation will become more important than they are today
(CHAMPION 4). However, both clubs are also perceived to be behind the competition,
with regards to CHAMPION especially at an international level. Here, top managers look
to the U.S. and to Great Britain, where they perceive the sports industry to be far more

digitalized than in Germany.

Concerning the actual usage and the willingness to adopt innovative process technologies,
both clubs show a two-sided perspective. While the clubs state that ,,you cannot exclude
Al from professional soccer* (CHAMPION 3) and that ,.further growth is only possible
through the increasing use of such technologies and sustainable solutions [...]*
(LEGACY 1), we can differ between the core sports perspective and the perspective of
service innovation (e.g., engagement with supporters) and process or management
innovation (e.g., internal optimisation). On the one hand, innovative technologies are used
to better analyse training data. Here the clubs are dependent on special external solutions.
On the other hand, there are only few implemented use cases for innovative process
technologies to improve supporter loyalty or to optimise internal processes. Here the
assessment ,,4/ is far too big a topic for us[...](LEGACY 1) or ,,We see Al rather as a
topic which we cannot develop internally and where we have to rely on new know-how
which comes from outside* (CHAMPION 5) is reflected in the self-perception of the
clubs. This is shown by the fact that the credo ,,[...] we are still only a football
club“(LEGACY 1) is always present.

Expected Process Efficiency Gains. Both clubs argued that they will use innovative
process technologies as they expect corresponding efficiency gains. With regards to RPA
as one innovative process technology, a top manager argued that ,,everything that is not
value adding and repetitive should be done by RPA*“ (CHAMPION 5). As such, RPA is
used to improve internal administrative process efficiency, e.g., through automated report
consolidation and distribution or ,,[...] the sending of matchday e-mails, escalations,
representative regulations and the exchange with existing supplier systems or ticketing*
(LEGACY _1). The ,,professional sports industry offers a lot of potential, be it in the area
of complaint and stadium management, mail and invoice processing, contract
management and supporter management, or to finally automatically use data in processes
such as optimisation or campaign control in social media* (LEGACY 1). Already now,
LEGACY has succeeded in significantly reducing the manual effort in certain reporting
processes (LEGACY _1). Both clubs use this reduction of manual effort to save process
costs and refocus on service quality: ,,Bots take the annoying, repetitive tasks and support

us in our administrative duties. They give us time to focus on the core value-adding
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activities that make a difference* (CHAMPION 4), which should ultimately result in a
higher profitability. CHAMPION refers to direct international competition in the UK and
finds the ,,aggressive use of technology innovation* (CHAMPION 5) at English first
division soccer club Manchester City remarkable. Manchester City remarkably has ,,[...]
its own chief digital officer, so there is a personal union with the subject (digitisation of
processes)” (CHAMPION 5) which allows them to reap the benefits of innovative

process technologies.

Expected Process Effectiveness Gains. Next to expected efficiency gains, both clubs
also argued that an expected increase in process effectiveness will drive adoption of
innovative process technologies. Firstly, managers use these technologies to drive process
standardisation. Currently, several processes are handled differently depending on the
employee. Employees show a resistance to standardize their processes. Innovative
process technologies are an ,excuse” that is now employed to enforce process
standardisation. Secondly, innovative process technologies improve customer
experience. As an example, customer service requests are now partially handled by RPA
bots. In this case, the service is available 24 hours a day, 7 days a week. This becomes
clear when LEGACY repeatedly mentions that innovative process technologies are to be
used with high priority to improve the customer experience. In general, ,,[...] supporter
centricity leads to an improved supporter experience, which in turn leads to more
supporter satisfaction, greater supporter loyalty and the acquisition of new supporters*
(LEGACY _1). In this context, the service aspect of customer retention is also often
emphasized. LEGACY aims at using innovative process technologies to engage existing
supporters and allow them to interact more deeply with the organisation. This should
increase turnover in the long term (LEGACY 1). At LEGACY, the head of the
organisation realized that, regarding the innovative process technologies, ,,by digitizing
and streamlining many aspects of supporter interaction, from stadium visits to shop
communication, supporter interaction with us will be so much easier.” Moreover,
innovative process technologies improve decision making ,,because data can be accessed
from the system in seconds with a single click (CHAMPION 2) and is available with ,,
minimizing errors and increasing quality (CHAMPION 4). CHAMPION draws
comparisons to international competition and explicitly cites the sports industry in the US
and UK as outstanding examples of professionalisation to ensure process effectiveness
gains. In particular, the communication processes between the club and the international
and globalized fans through ,,social Customer Relationship Management [...] which has
successfully achieved a huge increase in worldwide users and fans interacting with Man
City [Manchester City] through the Messenger chatbot, works very well and is impressive
to me* (CHAMPION 5). This chatbot as an example for CA makes the fan interaction

processes more efficient. Another international example mentioned by the interviewees
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were the Golden State basketball team from San Francisco. Here, innovative process
technologies are used to automatically send game highlights via Facebook Messenger via
a ,tech assistant for the playoffs that uses Al to communicate directly with fans*
(CHAMPION 5). Again, this significantly eases the burden on customer service on
match days with high communication volumes, while at the same time increasing the

quality, scope, and, thus, effectiveness of the service.

Perceived Ease of Use. While currently both clubs do not have all capabilities to adopt
all innovative process technologies internally, they select technologies which are more
easy to use or adopt, first. We could observe RPA as an earlier form of Al-branded
technologies to be implemented more heavily in both clubs. This is because RPA is
perceived to be easy to learn by referring to the initial ,,ease of implementation using RPA
[...]“ (CHAMPION 5). The RPA solutions both clubs employ offer possibilities for
wcomprehensive|...] and well thought-out* (CHAMPION 3), ,.independent self-study*
(CHAMPION 1) with structured, didactically efficient online learning material.
Moreover, due to the low-code development system of RPA, ,regular use already
represents a learning concept (CHAMPION 1). In addition, both clubs recognize that
employees are generally motivated and want to learn how to use new technologies to
»keep up with digital change“(CHAMPION 5) so that employees can also ,actively
promote development within the club“(CHAMPION 5). Here, the ,,[...] employees see a
sustainable benefit and are intrinsically encouraged to do ,,[...] what is essential for
success, namely, to enjoy working with RPA* (LEGACY _1). In this way, employees and
the club are ,,additionally well prepared for the future® (CHAMPION 5), if the
technology is correspondingly easy to use and learning materials are made available

online.

Perceived (Positive) Market Pull. Both clubs also reported a market pull that forced
them to adopt innovative process technologies. On the one hand, ,,the introduction of RPA
opens up possibilities for us such as to meet the changing customer requirements and to
generate competitive advantages* (CHAMPION 4). This holds especially as ,,anyone
who wants to remain competitive in the Bundesliga in the long term is therefore clearly
working digitally” (LEGACY 1). The clubs accept the future viability of these
technologies. They see corresponding investments as a precondition for economical and
sports success, €.g., Legacy sees innovative process technologies as a precondition to
achieve their aspiration of qualification for the second league. On the other hand, both
clubs also report on a rising demand of sponsors to interact digitally and use a digital
brand of club. Exemplarily, a sponsor of CHAMPION from the information technology
industry announced in their press statement that they have selected CHAMPION based
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on their passion for technology. In the third league, the lack of digitalisation is even seen

as ,,exclusion criterion in the selection of potential sponsors* (LEGACY 1).

Perceived (Negative) Supporter Perception. Our results also indicate that for both
clubs’ usage of innovative process technologies is at least partially inhibited by a
perceived negative supporter perception. One interviewee stated very openly that ,,one
reason why we don't do Al yet is that the supporter doesn't expect AI (CHAMPION 1).
This was a common tenor that resonates with all interviewees. In another interview the
employee argued that the general supporter community would be ,,[...] too distrustful of
new technologies* and that the ,,[...] club is a traditional club and Al does not fit in*
(CHAMPION 3). Especially the tradition of being a working-class club are for both
organisations cornerstones of their brand image. The employees' general assessment even
goes so far as to suggest that innovative process technologies could also lead to a general
loss of trust in the brand as a ,,traditional club®. Both clubs also mentioned groups of
supporters that are very conscious of data security and data protection and that they would
not anger this group. As such, innovative process technologies are more often used to
improve purely internal processes or processes on the interface to other stakeholders, e.g.,
sponsors. The perceived negative supporter perception inhibits usage of technologies with
regards to fan interaction. One interviewee even argued that this perceived negative

supporter perception is the main inhibitor for innovation in general (CHAMPION 1).

6.4 Discussion

6.4.1  Usage of Innovative Process Technologies in Professional Soccer

Before discussing the results of our study, we can also reflect on the current usage of
innovative process technologies in German soccer clubs. Using the example of two clubs
and their understanding of the market, we can see that both have adopted innovative
process technologies only to a low degree. Here, they focus on Al-branded technologies
that have lower entry hurdles, e.g., RPA. Both organisations have begun to automate
business process internally and on the interface to supporters and sponsors using this Al-
branded technology. Moreover, both clubs also indicated their plans to continue
implementation and expand their efforts. However, more complex innovative process
technologies such as cognitive automation or artificial intelligence are rather rigorously
rejected by both clubs. We were able to identify several corresponding drivers and
inhibitors of adoption and use of innovative process technologies which will be discussed
in the following. Interestingly, we could not find a direct influence of organisational

context and discuss this at the end of the following subsection.
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6.4.2  Drivers and Inhibitors of Innovative Process Technology Adoption

In our grounded theory study five constructs emerged that influence the adoption and use
of innovative process technologies in professional soccer. These drivers and inhibitors
are shown in Figure 6-2. Building on these insights, we searched existing literature to get
a deeper understanding of these constructs. We were able to find three of our constructs
being extensively covered in the literature while two constructs are comparably new
(marked in dark grey in Figure 6-2).

Expected Process Efficiency Gains

Expected Process Effectiveness Gains -

Perceived Ease of Use += Adoption and Use of Innovative Process Technologies

YYVYVYY

Perceived (Positive) Market Pull

Perceived (Negative) Supporter Perception

Figure 6-2: Emerged constructs that influence the adoption and use of innovative process

technologies in professional soccer (new constructs marked in dark grey)

Expected Process Efficiency Gains and Expected Process Effectiveness Gains. The
first two constructs that emerged from our empirical data are that of expected process
efficiency gains and expected process effectiveness gain. Our results indicate that
innovative process technologies are adopted and used when the organisation and its
decision makers expect an increase in process efficiencies, i.e., an improve in resource
consumption to achieve the same results, and an increase in process effectiveness, i.e., an

improved value for the customer, e.g., in terms of service quality. Constructs like these
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have a long standing tradition in both psychological and information systems research. In
their theory of reasoned action, Fishbein and Ajzen show that behavioural intention to act
in a certain way is positively influenced by the attitude towards this behaviour, i.e., ,,an
individual’s positive or negative feelings (evaluative affect) about performing the target
behavior* (Fishbein and Ajzen 1975). The expected effects with regards to efficiency and
effectiveness might be trigger for such a positive feeling. Building on this understanding,
technology acceptance research shows that ,,the degree to which a person believes that
using a particular system would enhance his or her job performance* is a major driver of
system adoption and use (Davis 1989). In the same way, Compeau and Higgins argue that
one driver of technology use were the expected outcomes, 1.e., the expected performance-
related consequences of the behavior (Compeau and Higgins 1995). However, this
understanding still covers both our emerged constructs of expected efficiency gains and
expected effectiveness gains. A deeper analysis of existing literature shows that prior
publications differ between efficiency and effectiveness, too. Exemplarily, Moore and
Benbasat measure the relative advantage of an IT innovation using the five items (Moore
and Benbasat 1991), two of those refer to efficiency (system use allows to ,,accomplish
tasks more quickly* and ,,increase [...] productivity*) and three to effectiveness (system
use ,,improves quality*, makes the job ,,easier*, and ,,enhances |[...] effectiveness*). In a
more recent study, Niehaves and Plattfaut also measured efficiency (,.increases [...]
productivity or ,,accomplish tasks more quickly) and effectiveness (,,support |[...]
activities* or ,,increase chances of getting a raise*) as items of antecedents of individual

IT innovation usage (Niehaves and Plattfaut 2014).

Perceived Ease of Use. Perceived Ease of Use was the third construct that emerged from
our data. It refers to the ease of difficulty of adopting an innovative process technology.
Again, this construct is well-known to different scientific disciplines. In psychology,
perceived behavioural control refers to ,,the perceived ease or difficulty of performing the
behaviour* and is as such a major antecedent of performance of a behaviour (Ajzen 1991).
In technology adoption literature, perceived ease of use refers to ,,the degree to which a
person believes that using a particular system would be free of effort (Davis 1989) and
1s again a prerequisite for system adoption and use. Differences in Perceived Ease of Use
exist between the simpler innovative process technologies such as RPA and the more
complex ones such as hard Al. Apparently, one reason why sports clubs are more likely
to adopt RPA than to invest into hard Al is the ease of use of the technology with RPA

being more easy to implement than other innovative process technologies.

Perceived (Positive) Market Pull. In contrast to the first three constructs, the fourth
construct Perceived (Positive) Market Pull is not explicitly mentioned in existing

literature and forms, thus, a contribution of this grounded theory study. Perceived
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(Positive) Market Pull refers to the two underlying constructs of sponsor and competitor
pull. On the one hand, sport sponsors as a major source of revenue for soccer clubs seek
a brand match with the team itself. Therefore, sponsors from the technology industry are
interested in clubs with a technology-savvy image. Prior research suggested that sponsors
select sponsored events or teams based on a match between images. A company that
wants to be seen as innovative selects an innovative sport, event, or team to sponsor (Amis
et al. 1999). On the other hand, soccer clubs are driven to invest into innovative process
technology as competitors invest, too. As such, the construct is, to a certain extent, related
to the construct of subjective norm from the Theory of Reasoned Action. Subjective norm
is defined as ,,the person’s perception that most people who are important to him think
he should or should not perform the behavior in question (Fishbein and Ajzen 1975).
However, subjective norm would cover also other stakeholders of the organisation, a

phenomenon we did not observe in our study.

Perceived (Negative) Supporter Perception. We have identified a new inhibitor of
organisational adoption of innovative process technology: perceived supporter
perception. Here, especially at CHAMPION, the fear of a mismatch between customer
perception of the brand (based on tradition, working class, etc.) and of innovative process
technologies, especially Al, has resulted in a clash that has worked against adoption of
the technology. This could especially be seen in areas which are closer to the customer
(customer interaction, operational processes) and less in areas that are more hidden from
the customer (training data analysis). However, Perceived (Negative) Supporter
Perception was considerably lower at LEGACY, mainly due to the pressing needs to
adopt new technology due to more strained financial conditions. This could also be
explained by the lower influence of critical fans on the basic population of fans at
LEGACY in comparison to the fans of CHAMPION. Relating the construct to existing
theory shows that especially fanatical supporters or supporters try to protect the brand and
ensure the brand’s continued existence and legacy (Samra and Wos 2014). From
marketing research it is known that , fanatical followers* can be so attached to the existing
brand that they are highly ‘resistant to change’ and retaliate against any changes in the
brand positioning (Chung et al. 2009). Apparently, especially CHAMPION with its large
number of highly devoted supporters and critical fans, fears their reaction when

investments into innovative process technologies were to be made public.

No Direct Influence of Organisational Context. Although the two professional soccer
clubs which were the source of our data are vastly different with regards to size, success,
supporter structure, financial power etc., we could not identify any direct influence on
adoption and use of innovative process technologies. We could also not see indications

for a moderation of the influence of independent variables towards adoption and use.
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When the data suggested a difference between the two clubs, this was directly translatable
to a difference in one of the five variables from Figure 6-2, e.g., Perceived (Negative)
Supporter Perception was higher at CHAMPION than at LEGACY. This is in contrast to
existing theories. Prior research could show that different contextual features of
organisations have a moderating effect between independent variables and technology
acceptance/adoption (Bagozzi 2007; Benbasat and Barki 2007; Davis 1989; Legris et al.
2003; Maranguni¢ and Grani¢ 2015; Mathieson 1991; Venkatesh et al. 2003; Venkatesh
and Bala 2008). There might be several reasons for this which can be subject to future
research. Firstly, our data set contains data only from two soccer clubs. It might be that a
more diverse set would give rise to direct or moderating effects of contextual variables.
Secondly, it might be that contextual variables are antecedents of our five identified
drivers and inhibitors and that these drivers and inhibitors mediate the relationship
between contextual variables and adoption and use of technologies. However, further

research is needed (see below).

6.5 Conclusion

6.5.1 Summary

We conducted a grounded theory study in the professional soccer industry to identify
drivers and inhibitors for adoption and use of innovative process technologies. We relied
on vast data from a successful first league (CHAMPION) and a traditional third league
club (LEGACY) and derived contributions towards technology adoption theories. We
could show that, while both clubs have an interest in innovative process technologies,
they are reluctant to invest in the more Al-like forms of it (e.g., cognitive automation or
Al). In both cases the adoption of innovative process technologies depends upon expected
efficiency and effectiveness gains, perceived ease of use, perceived (positive) market pull,
and perceived (negative) supporter perception. While the first three of these constructs
can be found in existing technology acceptance literature, the later ones are contributions
to this research stream. Perceived positive market pull mainly refers to the perception that
sponsors from the technology industry are interested in clubs with a technology-savvy
image. As such, decision makers in soccer clubs who have this perception are more likely
to adopt and use innovative process technologies. Perceived negative supporter
perception is the fear that fans will lose club loyalty when innovative process technologies
are implemented, as these technologies distort the brand image of the club. This perceived
negative supporter perception is higher when technologies include more Als and thus

destroy the image of a ,,workers’ club®.
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6.5.2 Limitations

As an empirical study, this research is beset with some limitations. Firstly, our results
cannot be generalized to all soccer clubs around the world or other organisations out of
the industry. While we believe that the results will hold true in other traditional sports
organisations, further research is necessary. Secondly, we relied on a limited data set.
Especially in the case of LEGACY, we were only able to speak with one interviewee.
Although we also relied on additional sources of insight and have reached theoretical
saturation after the six interviews, the results might still be biased. Thirdly, all of our data
comes from club staff. Data collected from fans or other stakeholders of the soccer clubs
might lead to further insights. Lastly, while we did not conduct an explicit review of the
scholarly literature on adoption of innovative process technologies beforehand (in line
with, e.g., Corbin and Strauss 2014) and while we followed established guidelines for
grounded theory work method (Charmaz 2006; Glaser and Strauss 2017; Urquhart and
Fernandez 2016), our research might have been influenced by our prior knowledge on

theories in this field.

6.5.3 Implications for Practice

Our grounded theory study has three main implications for practice. Firstly, our results
show that sports club decision makers are influenced by a perceived perception of
supporters towards innovative process technologies. Here, sports managers should try to
substantiate this perception with data. Only then they can build a coherent and consistent
a supporter-centric service innovation strategy. This is especially important as neglecting
the potential benefits of innovative process technologies for the efficiency and quality of

services could lead to a loss of financial competitiveness.

Secondly, designers of innovative process technologies should consider the identified
drivers and inhibitors of adoption and use. This means not only communicating clear
benefits and offering training programs (to address expected efficiency and effectiveness
gains and perceived usability), but also demonstrating benefits to supporters and
sponsors. In this way, providers can reduce potential barriers to adoption and help sports

clubs improve their performance.

Thirdly, sports managers should identify smart ways of using innovative process
technologies in areas without direct fan interaction. If supporters are, e.g., opposed
towards interacting with cognitive automation, sports clubs could use these tools in non-
customer facing processes, e.g., internal business processes or only as support systems
for human employees. As such, the interaction with supporters can still maintain the

traditional brand image while reaping some benefits of innovative process technologies.
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Following these recommendations for practice, professional sports clubs can take
advantage of innovative process technologies. For example, they could use RPA for
automated document processing. Analogous to the examples in chapter 2.1. from the
literature, which show how complex manual activities can be simplified by innovative
process technology (Lacity and Willcocks 2018; Syed et al. 2020). The diverse document-
based ticketing processes, clearing processes, ordering processes, or short-term billing
processes (e.g., with exponential process volumes on game days) that occur in a business
context have often been successfully automated in other contexts in the past, as shown in
2.1 (Enriquez et al. 2020; Plattfaut 2019). For example, important information such as
seats, season ticket numbers, phone numbers, email addresses, cost types, order points,
and the like can be extracted from various documents and processed automatically. These
can be presented to staff, who can check everything and then automatically integrate it
into the ERP or ticketing system at the touch of a button. This means a noticeable relief
for employees and the fan, who otherwise must wait days for tickets, invoices, and orders

to be processed because the processes behind them do not scale.

Clubs could also use cognitive automation to improve the efficiency of end-to-end
customer processes with chatbots. This way, even a fan visiting a club's web presence in
the middle of the night feels like they can talk to a full-fledged club employee, even
though there is no 24-hour service. With cognitive automation, chatbots can be created
that easily make changes to other systems, so that on match days, ticket data or ticket
changes can be implemented on short notice to make automated decisions about ticketing
processes, allocating new seats, or even shipping (Chakraborti et al. 2017; Lacity and
Willcocks 2018; Tussyadiah 2020).

Finally, there is clear potential for the use of artificial intelligence in optimising the fan
engagement process. Here, as explained in chapter 2.1, artificial intelligence enables
personalisation via a data-driven approach that provides fans with individually relevant
information according to their interests, needs and usage behavior (Davenport et al. 2020;
Tsaih and Hsu 2018). Likes and preferences are determined from fans' historical behavior
using machine learning. In this way, the use of artificial intelligence ensures personalized
content or product recommendations that precisely address the needs of the fan and are
thus relevant to them (Neuhofer et al. 2020; Verhoef et al. 2017).

6.5.4 Further Research

Future research can go into two directions. Firstly, future research can extend our
theoretical contribution through additional case studies in related sports or other

geographies. From a theory-building perspective it would be interesting to see whether
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other variables that influence adoption of innovative process technologies can be
identified and which role context really plays. Secondly, future research could test the
contributions to theory, e.g., through quantitative survey and analysis. Here, measurement
models for the new constructs of perceived (positive) market pull and perceived
(negative) supporter perception need to be created and tested, before the full theoretical
model can be evaluated. Thirdly, the validity of the managers’ perception could also be
tested with data collected from fans and other stakeholders. It might be that the perception
of managers that a negative supporter perception exists is just wrong and needs to be

corrected.
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The Fear of Losing Control - What Prevents the Automation of
Business Processes in Sensitive Areas

Abstract

This article explores the potential barriers and drivers of end-user adoption of robotic
process automation (RPA) technology in particularly sensitive process areas. For this
purpose, the grounded theory method was used within a health authority to determine
which factors influence the intention to use and the benefits of such solutions. RPA
enables the automation of repetitive and rule-based processes. The development and
usage experiences of the respective employees as users of the technology were recorded
and used for conceptualisation. These found constructs were then compared with those
from the established scientific literature. The results show that the obvious drivers can be
described in terms of ,,transparency* and ,.explainability” and that these are novelty

factors compared to established RPA-specific success factors from the relevant literature.

7.1 Introduction

Not only since the permanent burden of the Covid 19 pandemic has professional nursing
been characterized by increasing work pressure, work compression, and growing physical
and psychological stress (Burton-Jones et al. 2020; Hege et al. 2020; Konttila et al. 2019).
This is accompanied by an increasing investment backlog in digitisation and
technologization in the context of sensitive care processes (Burton-Jones et al. 2020;
Cajander et al. 2020; Klinker et al. 2020).

At the same time, administrative and documentation processes are important basic
processes for needs-based, quality-oriented, and safe care (Baumann et al. 2018). These
nursing processes are immensely important and are the prerequisite for the treatment of a
patient. Since these nursing processes represent the main working time of nurses in
hospitals, they can be defined as the core supportive processes of hospitals and therefore
considered as so called sensitive business processes (SBP), as they are defined as ,,the
heart of the activities of the organisation* (Hassen et al. 2016). In the light of increasing
complexity and gaining requirements in healthcare, digitisation is very important in the
provision of healthcare services and administrative processes. This is particularly true for
hospitals.

In hospitals, the efforts involved in administrative work as well as the complexity of
documentation increase enormously. Hospital staff spend a lot of time on data entry and
transmission (Blum and Miiller 2003; Levinson et al. 1997; Ong et al. 1995). Currently,
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hospital nurses in Germany spend about 36 percent of their working time on bureaucratic
activities, especially manual documentation and data input or output (Deutscher
Arzteverlag GmbH 2015). Particularly in connection with administrative documentation
obligations for patient-related data, high expenses arise and workload is getting higher
(Becker et al. 2010). Hospitals are therefore actively seeking digital solutions to provide

technical support as far as possible and to automate upstream and downstream processes.

However, there are numerous barriers, such as the lack of empowered staff, the lack of
flexibility in volatile processes, or the lack of an infrastructural framework for
implementing automation (Cajander et al. 2020; Hege et al. 2020). The scientific
discourse describes that the possibility of self-service development of automation,
preferably by the end-user, can allow to control the development costs and to deal more
dynamically with changes in the overall structure and environment (Cooper et al. 2019).
Syed et al. (2020) therefore call for further empirical investigations of possible success
factors and their implications for the use and development of RPA (Syed et al. 2020).

This article intends to fill this postulated gap by addressing and investigating the hitherto
unaddressed field of RPA use in the SBPs described. These SBPs are additionally
characterized by special framework conditions and boundary constraints, which make it
necessary to analyse these special operational boundary conditions and their effects on
the intention of the use of process automation technology such as RPA in more detail.
Especially the sensitive and critical environment in healthcare requires higher conditions
on data security and knowledge managed in their SBP needs to be handled
conscientiously to ensure the best treatment of the patient. Based on this, our research

objects address the following questions to be investigated:

RQ1: What are the drivers and barriers for the use and development of RPA solutions in

sensitive areas such as the critical care process environment?

RQ2: To what extent do these drivers and barriers align with established success factors
for RPA from the literature?

The remainder of this article is organised as follows. First, we present the theoretical
background of RPA and the involvement of employees in the development of process
automation as well as the context of SBP. Then, we explain the research methodology we
used. Next, we present the results, and in the last two sections, we conclude the paper
with the implications for practice and the limitations of our research, as well as an overall

conclusion of our main findings.
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7.2 Background

The background section will give an overview of the technology of RPA and its
advantages. We further point out the missing research on the usability during
development and execution of RPA solutions. Additionally, this Background section
introduces the field of SBP’s and the role of RPA in this case.

7.2.1 Robotic Process Automation

Robotic Process Automation (RPA) is a term used to describe software tools that fully or
partially automate human activities that are manual, rule-based, and repetitive. RPA
works by replicating the actions of an actual human interacting with one or more software
applications. The tasks performed may consist of data entry, processing standard
transactions, or responding to simple customer service requests (van der Aalst et al.
2018a).

RPA solutions can also be thought of as virtual workers that operate on the systems' user
interface like human users. For example, because RPA mimics user input via an

application's user interface, there is no need to program an application interface.

With RPA, an organisation can automate routine tasks quickly and cost-effectively
(Plattfaut 2019; Syed et al. 2020). RPA frees people from monotonous, low-value-added
tasks like data entry tasks, helps increase the quality of output, and improves speed by
finding and retrieving all the necessary data in the background (Plattfaut 2019). This
makes employees available for higher-value tasks that require human ingenuity, decision-
making, and trust (Boulton 2018). The RPA solutions do not change the existing
information systems or software infrastructure. RPA bots can easily be integrated with
other broader automation initiatives - such as process and decision automation or data
collection initiatives - to add value to the automation program (Hofmann et al. 2020;
Ivancic¢ et al. 2019; Madakam et al. 2019).

Fittingly, RPA technologies are defined as technological interfaces that allow employees
to create a solution on their own, without the direct involvement of service staff or IT
(D’Onofrio and Meinhardt 2020; Plattfaut 2019). To express the notion of self-service in
the context of RPA, there are several terms or concepts in the literature such as ,,partial
employee*, ,virtual employee integration®, ,,co-production’ and ,,co-creator (Aguirre
and Rodriguez 2017; Hofmann et al. 2020; Syed et al. 2020). RPA technologies can thus
be described as new operating models that imply new types of employee interactions and
employee touchpoints, and they will play an even more important role in service delivery
in the future (Asatiani and Penttinen 2016; Ivanci¢ et al. 2019).
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Autonomous employee input is a key success factor in realizing the potential of RPA
technologies in the future (Junxiong Gao et al. 2019; van der Aalst et al. 2018a). In
response to the increasing role of RPA technologies, researchers have begun to examine
the various effects of RPA technologies from either the organisation's perspective or the
employee's perspective (Kregel et al. 2021; Plattfaut and Koch 2021). Effects from the
organisation's perspective include factors such as speed of delivery, accuracy, and
alignment with employee preferences, cost reduction, as well as productivity and
efficiency gains, and improved competitiveness and market share (Cohen and Rozario
2019; Ivancic et al. 2019; Syed et al. 2020).

From an employee perspective, RPA can provide opportunities to decrease their tedious
works and realizes more time for value-added work. However, this is only possible if
there is enough trust in RPA, as well as the good functionality of a RPA solution (Koch
and Fedtke 2020). The active involvement of the employee in the development of the
RPA solution as well as the understanding of quality aspects of RPA has to be promoted
(Aguirre and Rodriguez 2017; Madakam et al. 2019). In these cases, the usability of RPA
and the RPA development environment is very important to increase the trust of

employees and engage them with this technology.

This paper takes the perspective of an organisation that offers RPA technologies and self-
service development to its employees. In the organisational context, the authors point to
the role of RPA usability. Usability can be defined as the extent to which a system,
product, or service can be used by specific users in a specific context of use to achieve
specific goals effectively, efficiently, and satisfactorily (Juristo et al. 2007). It includes
several dimensions such as functionality, ease of use, predictability, accessibility, or
intuition (Caniato et al. 2018; Plattfaut et al. 2020). Research has shown that by using the
competencies of the involved employees in the process, usability is rising in each

dimension.

Although issues related to the quality of RPA-solutions, in general, have been discussed
in several conceptual and empirical publications, the area of usability has not been
explored in detail - especially not in the context of healthcare, hospitals, and the
development environment of RPA (Garmann-Johnsen et al. 2020; Hege et al. 2020;
Vollenberg et al. 2021).

The literature of RPA further points out that the evaluation of critical success (or failure)
factors and their different impacts have been insufficiently researched so far (Syed et al.
2020). A deeper understanding of the critical success factors of RPA can help

organisations identify and better manage various elements to achieve the best results from
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using RPA. Further, these factors should be considered in the different organisational or

process contexts in which RPA is used, e.g., as we study in sensitive business processes.

Apart from these initial statements confirming the research relevance of the topic, there
are research gaps around usability during development and usability during the execution
of end-user-based RPA applications. As RPA technologies become more widespread,
usability becomes increasingly important. Previous research emphasizes that inadequate
usability can lead to less trust of employees to RPA and decreasing value in case of RPA

use.

The following work, therefore, attempts to fill this research gap by analysing the
independent development of RPA by employees and the usability of RPA, and the

development environments that can be improved in existing RPA software solutions.

7.2.2  Sensitive business processes

An SBP is essentially defined by the fact that it contributes significantly to the
achievement of the organisation's objectives and always includes several critical and
sensitive activities. Thus, an SBP is broadly classified as one of the organisation's most
important core processes, which subsequently constitute the organisation's core activities.
In the academic literature, SBPs are also understood as processes that transport crucial
and important knowledge(Hassen et al. 2018). In addition, SBP involves activities that
require the achievement, storage, sharing, and (re)use of individual and organisational
knowledge, that contains a large amount of very important heterogeneous and sensitive
knowledge. The execution of sensitive processes involves a large number of business
units that have different experiences and levels of competence (Hassen et al. 2016).
Therefore, a SBP possesses a high degree of dynamism in the realisation of its objectives,
and high complexity (Hassen et al. 2018).

Hassan et al. (2016) define SBPs as activities that produce different types of knowledge:
First, SBP produces ,,imperfect individual and collective knowledge (tacit and/or explicit)
(i.e., missing, poorly mastered, incomplete, uncertain, etc.) necessary for solving critical,
crucial problems* (Hassen et al. 2016). Further, ,,a large amount of heterogeneous
knowledge stored in various knowledge sources (scattered and sometimes inaccessible)*
(Hassen et al. 2016), ,,expertise and/or rare knowledge held by a very small number of
experts; flexible knowledge held by experts* (Hassen et al. 2016), and ,,very important
tacit organisational knowledge (such as competencies, skills, and practical experience)*
(Hassen et al. 2016) are produced by SBP.
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Against this background, SBPs are inextricably linked to critical, because sensitive,
knowledge flows, such as documentation processes and the transfer of data, information,
and knowledge objects between communicating and interacting process participants. This
is, of course, of particular importance in sensitive process handling areas - such as critical

care arcas.

However, the adoption, use, and development of RPA and the impact of this SBP
classification on RPA usability have not been sufficiently studied. Furthermore, there is
a lack of research on possible drivers and barriers as success factors for the use and

development of RPA in SBP's of a critical care area.

7.3 Methodology

Since the above-mentioned marginal and general conditions of SBP have not been
addressed in existing scientific research and the existing literature differs too clearly from
the subject area, it seemed appropriate to us to develop a new theory by collecting and
analysing qualitative data. This theory-building had to be done inductively from the data.
In line with the literature, we have chosen grounded theory with an interpretive approach
as our research method to develop a theoretical understanding of the drivers and barriers
of process automation of particularly sensitive processes in a critical care area according

to our research question (Glaser and Strauss 2017; Wiesche et al. 2017).

We conducted a preliminary literature review to align our research with the literature.
This review revealed that these phenomena of barriers and drivers for the use and
development of RPA technology in sensitive processes have not yet been sufficiently
theorized. In this situation, the use of grounded theory approaches is particularly well
suited to gain new theoretical insights (Conlon et al. 2020). Grounded theory for gaining
theoretical insights is widely used in IS research and is obtained through an intensive,
data-driven analysis process (Wiesche et al. 2017). The nature of grounded theory

requires iterative data collection and analysis.

In doing so, we divided our research design according to Chun Tie et al. (2019) as follows
- data collection, initial coding, and intermediate coding, as shown in Figure 7-1 (Chun
Tie et al. 2019).

Data collection includes interviews, the RPA-development documents, and RPA-test
protocols. The documents (RPA-development documents and RPA-test protocols) were
concurrently collected and analysed during the coding procedure of the interviews. The
part of data analysis and coding is further explained in Section 7.3.2.
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Figure 7-1: Research design

7.3.1  Case Setting

We conducted this study in collaboration with one of the largest German training centers
for neonatology and intensive care medicine. Through the training center, we were able
to recruit 5 nurses as participants. Each of the intensive care nurses worked in a different
hospital, so we ended up studying 5 different ICUs in Germany. The nurses and their role

in the ICUs are presented in Table 7-2 below.

Table 7-2: Overview participants roles

Participant | ICU | Expert’s Role

Nurse 1 1 Pediatric nurse  practitioner; pediatric  intensive care  unit;
immunodeficiency outpatient clinic.

Nurse 2 2 Pediatric nurse practitioner; pediatric intensive care unit; special trauma
surgery.

Nurse 3 3 Pediatric nurse practitioner; pediatric intensive care unit; child and an
adolescent psychiatric hospital.

Nurse 4 4 Pediatric nurse practitioner; pediatric intensive care unit; surgical clinic.

Nurse 5 5 Pediatric nurse practitioner; pediatric intensive care unit; neurology clinic.

In addition to basic patient care, the tasks of intensive care nurses include monitoring vital
functions as well as performing treatment care, administering medication, assisting with
various minor procedures such as inserting a central venous catheter. The work tasks of
intensive care nurses also include sensitive documentation tasks, such as the

documentation of patient data. These processes represent the central information-based
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activity of nurses. Consequently, an ICU and the associated administrative activities can
be regarded as an organisation with SBP through an inherently particularly critical work
area. Inevitably, intensive care also includes IT-supported nursing documentation. The
nursing documentation examined is the sum of all nursing-relevant data recorded for a
patient, consisting of the nursing process, nursing planning, and service recording. It is
regulated in Germany and serves as a memory aid, for communication, and as evidence
of nursing interventions performed or not performed. All nursing and therapeutic
measures and their effects on the patient are recorded and written down. This process can
therefore be defined as an SBP.

The specialized training in anaesthesia and intensive care, which is conducted by the
training center, includes theoretical instruction and nursing internships in various ICUs
as well as the preparation of a technical paper and allows to take a closer look at a special,
nursing-relevant topic. In the context of this training, part of the author team conducted a
data collection with 5 participating nurses to record and investigate the usability of the
development and use of RPA solutions for nursing documentation processes in different
ICUs in Germany. The nursing documentation we studied, especially the IT-based part
which had to be automated by RPA, is composed of different building blocks and is
presented in Figure 7-2 below. The nursing staff enters the personal data of the person in
need of care into a documentation system. In addition to name, address, and health
insurance affiliation, the contact data of relatives is also recorded or taken from other
software solutions, such as information on the patient's medical history. Based on the
documentation of the family doctor or therapist on previous illnesses, the current
diagnosis and the intake of medication are transferred from other electronic documents
into the nursing documentation system. Besides detailed nursing reports as an electronic
document that must be transferred, the known risk factors or isolated information on
planned nursing activities, a detailed daily and weekly structure, and any rehabilitation
measures that necessarily must be noted. At regular intervals, the data are transferred to
the nursing report systems by the responsible nursing staff and compiled. These were
structured differently in our data collection, either in the form of a nursing diary system

or only as a continuous text or Excel/ document.
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Figure 7-2: Nursing documentation process

Accordingly, these documentation processes were selected as the focus for our research
on independent development and usage of RPA-solutions to gain further insights into
critical success factors of RPA in the case of SBP. To ensure valid results and to create
the organisational conditions for our theory building, 17 processes were implemented by
RPA as an executable automation solution in five different hospitals to create a basis for

comparison.

7.3.2  Data Collection and Analysis

To obtain a more comprehensive picture of the phenomenon of interest, the relevant
literature recommends the use of multiple sources to study the unit of analysis (Buse et
al. 2011; Kitchenham et al. 2002).

From August 2020 to May 2021, we collected data on processes that were highly sensitive
and thus showed particular effects in the use of IT technology (in this case, RPA). We
used a collection of different documents (RPA-development documents and RPA-test
protocols), as shown in Figure 7-1, which we evaluated using qualitative content analysis
according to Mayring et al. (2004) in an inductive process (Mayring 2004). From these,
we extracted initial rudimentary conceptual constructs that we used as a guide in the

employee interviews.
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The RPA test protocols, which are generated by default by the development platform
when RPA is executed, were analysed, and evaluated concerning the extension
implementations used, runtimes and error types, exception handling, jumps, or other
execution stops. In this way, technical barriers become clearer and provide initial insights

into the respective emergence of RPA solutions.

The development documents consist of the status reports and the development histories.
The status reports provide insight at the recurring development cycle level to provide

more context about the content and potential usage barriers of each RPA solution.

Complementarily, the RPA solution development histories serve to better understand the
changes to the RPA solutions and provide a slightly more detailed overview of revisions,
additions, and restructurings. The history thus created also serves to better understand

initial impacts and the effect of certain measures on user intent.

Table 7-3: Overview data collection

Designation Data Sources

Nurse 1 - ICU 1 | Interviews (3 x 25 min); Development documents (n = 3); Test Protocol (n
=6)

Nurse 2 - ICU 2 | Interviews (1 x 65 min); Development documents (n = 10); Test Protocol (n
=22)

Nurse 3 - ICU 3 | Interviews (2 x 60 min); Development documents (n = 1)

Nurse 4 - ICU 4 | Interviews (5 x 30 min); Development documents (n = 12); Test Protocol (n
=25)

Nurse 5 - ICU 5 | Interviews (3 x 65 min); Development documents (n = 1)

We conducted 14 unstructured, in-depth interviews with the participating intensive care
nurses (n = 5), as mentioned above. The interviews were conducted with a total length of
10.1 hours.

Further, we analysed the RPA-development documents, in total 27, as well as test
protocols, in total 53, of the developed RPA-solutions. The numbers of the analysed
documents, as well as the detailed breakdown of interview times, are summarized by

nurses and ICU in the overview of data collection in Table 7-3.

The goal of the interviews was to gain insights into the nurses' view of the usability and
ease of use of the development and the developed RPA-solution for the different sensitive
documentation processes. Since the nurses must work with the data entered by the RPA-
solution and are responsible for the correct determination of the nursing data, it seemed
crucial to let them assess the usability of the different RPA-solutions and thus the RPA-

generated data sets.
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The interviews were transcribed verbatim. The transcripts were then analysed using
grounded theory coding techniques. Two of the authors as part of the team of authors first
coded the transcripts. During initial coding, each line of the transcribed interviews was
coded with the openness to aggregate theoretical categories. Throughout the whole coding
procedure, the codes were systematically compared within and between the interviews
and sorted into categories. They then compared and discussed their coding and developed

a set of theoretical categories to group and conceptualize the codes (cf. Figure 7-1).

Intermediate coding was done more focused and applied to saturate the categories and led
to core second-order concepts. To ensure methodological rigor, the two of the authors
adopted a reflective and comparative view during analysis; additionally, discussions
about category development evolution were done (Charmaz 2014). Figure 7-3 shows the

result of the codes, the associated concepts, and the supported categories.

7.4 Results

7.4.1 Data Analysis and Results

The following section represents our data analysis and the identified results. Furthermore,

we represent a comparison of our findings with the existing literature.

During the study period, 17 RPA solutions were used independently by the nurses
surveyed. During the project, it was found that the RPA application performed the IT-
based nursing documentation process in a more time-efficient manner: Time savings
(measured as effort per nurse) compared to the traditional process of data entry by a nurse

was up to 40%.

Concerning our RQI1, we can show that nurses who successfully used stand-alone RPA
solutions for nursing documentation always did so with elicitable constraints and barriers

in their intention to use.
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1% — Order codes Theoretical categories ~ 2"¢ — Order concepts

"For me it was too fast [...] it was not
comprehensible [...] that is problematic" (I4)
"the speed is very high [...] that is invisible" (I3)
"I have to be able to control it [...] I'm afraid of
losing control" (I1)

"I can't control it because it runs directly" (I1)
"I always have to see what's happening [...]
otherwise it won't work" (I4)

"I need some kind of [feedback] when it didn't do
things right, we had cases in the past where things
were just [...] skipped that [robot] can do on its
own if it has to report" (I12)

"We must be able to see if there are errors because
data is not in place then old data is read in [...] that
must not be there we must get a [feedback] or Speed
something" (12)

"The robot should report back [...] on questions
and problems it has [...] not just continue to work
silently" (14)

"I want to be able to understand exactly at the end
[...] whether there were problems here are built in Feedback
the robot so things that it does not break off
directly [...] but we have problems that everyone
must know if there is something missing [...] there
must not simply be continued [...] that must be
made clear at the end" (I12)

Transparency

"it happened that I was there [...] something was Decumentation

changed, and I didn't know about it" (I4)
"everything you do you have to write down
somehow [...] otherwise the others don't know
what happened" (13)

"you have to document it, and you always have to
document it, otherwise you get confused" (14)

"I wonder why it happened that way [...] I had to
clarify it first because it was not documented [...]
what changes were made" (I1)

"that you can check again what happened [...]
otherwise I can't control [...] then I don't use it"
(I14) Change
"I have to be able to see what the [robot] has done
[...]Jotherwise it doesn't work for us [...] but that's
the case for everyone here" (12) !
"I have to be able to read exactly what it has done,
then I can [control it]" (I1)

"we have something that I can read [...] here is
what he did [...] then I go in there myself and look
and I can see that" (I4)

Explainability

ILEL

"Somehow there should be something running
along with it [...] something where I can see [...]
where it has started and what is next, i.e., which
[process step] is to follow" (I3)

"There should be a timeline that shows where the
robot is at the moment [...] what it still has to do" |-
(I2)

"It would be good if it always showed what has
been done [...] what will be done in the future" (I1)
"That I can see what is happening right now [...]
that and that must be shown there" (I3)

Figure 7-3: Data structure and coding results of grounded theory

Our results first show that the participating nurses consistently selected the same process
types for automation. The selected processes do differ between the intensive care units
studied in terms of systemic implementation, such as the order in which data is input or
output. However, the general nursing documentation process itself as well as the inputs
and outputs required for it do not differ or hardly differ between the intensive care units
studied. These were the processes of extracting and compiling raw data, possible textual
data transformations such as the exchange of patient data, and the transfer to a target
system such as another documentation (diary) system. Archiving processes such as

document creation and storage were also selected by all nurses.
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As shown in Figure 7-3, our data analysis revealed that the derived theoretical concepts
could be formed and aggregated into the six categories of speed, feedback,
documentation, logs, change, and timeline. The superordinate constructs of
Htransparency and ,.explainability” were then formed as second-order concepts (cf.
Figure 7-3). These were increasingly addressed when using the RPA solution, such as
»the robot is going too fast, but I always have to look at what it is doing |...] it is going
too fast for me, it should slow it down* (nurse 2). It became clear that they ,,don't want to
use it if [they] don't understand it (nurse 1) and ,,you don't understand it because it goes

so fast*“ (nurse 4).

Therefore, the RPA solution was artificially slowed down by the RPA specialist, which
then resulted in the RPA solution ,,;unning more understandable for all of us* (nurse 1).
It was also mentioned that collaborative RPA solutions often had the problem that they
»were not properly documented during a project* (nurse 2) and that this often led to
,confusion and uncertainty about further use when this (next RPA solution) suddenly
looks different again®“ (nurse 3). As shown accurately in Figure 7-3, the use of RPA
solutions was characterized by the observing nurses wanting to ,.track exactly* (nurse 2)
how the RPA solution ,,works, what [the bot] does next and what it has done so far* (nurse
3) or that ,,it becomes transparent and it goes so slowly* (nurse 5) that ,the [user]| can

track that [process execution]“ (nurse 3).

None of the participants associated the scripting language provided by the RPA
development environment with sufficient transparency, which was described as ,,foo
complicated (nurse 1) and ,,rather confusing* (nurse 2). Here, it was observed that a
sufficiently ,,comprehensible documentation of the [mode of operation] of the bot is

necessary' (nurse 3).

On the other hand, the permanent feedback of the RPA environment was also noted,
which should not only abort in case of possible errors but also inform the user about
missing values or incorrect entries ,,in an urban way* and ,,without gaps* (nurse 1).
According to the participants' observations, the traceability factor should be represented
by logging the activities of the RPA solution, e.g., like log files, ,,parallel to the process
execution* (nurse 1) in a ,,comprehensible and understandable form* (nurse 2), e.g., as a

Htimeline'* (nurse 3).
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7.4.2  Comparisons of the factors with those from the literature

Although the research field on RPA is still in its infancy, there are, by nature, some real-
world studies on success factors or barriers that observe, analyse, and assess the

implementation, deployment, and operation of RPA in different application contexts.

While a variety of industries have been studied here, SBPs such as the documentation
processes in the ICU studied here, have not yet been considered as a unit of inquiry in
this regard. The relevant literature consistently identifies the following factors as the most
essential and prioritize the following drivers for the implementation of RPA: Top
management support (Cooper et al. 2019; Lacity et al. 2015; Lacity and Willcocks 2016;
Syed et al. 2020, 2020), adequate involvement of all stakeholders (Aguirre and Rodriguez
2017; Asatiani and Penttinen 2016; Lacity et al. 2015; Syed et al. 2020), especially IT,
and the establishment of a proof-of-concept (Aguirre and Rodriguez 2017; Asatiani and
Penttinen 2016; Lacity et al. 2015; Ratia et al. 2015; Syed et al. 2020).

As so, e.g., the factor of ,,top management support* is often mentioned as the cooperation
and continuously guaranteed support of the management which enables the
implementation of RPA (Cooper et al. 2019; Lacity et al. 2015; Lacity and Willcocks
2016; Syed et al. 2020, 2020). But this is not specific to RPA projects and applies in
various consensus and projects (Khan and Keung 2016; Miiller and Jugdev 2012).
Whereby the use of ,,proof-of-concepts* (Aguirre and Rodriguez 2017; Asatiani and
Penttinen 2016; Lacity et al. 2015; Ratia et al. 2015; Syed et al. 2020) includes the use of
RPA before implementing RPA to assess insights about the values RPA could gain in the
organisation (Lacity et al. 2015) and create learning experiences on the users' site (How
OpusCapita Used Internal RPA Capadbilities to Offer Services to Clients 2018).

Our results, presented here, show that we can assume with the existing literature of
success factors for the implementation of RPA into business processes. These
aforementioned success factors of RPA, in the form of ,,management support (nurse 4),
the use of proofs-of-concept and ,pilots* (nurse 4), and the ,,use of [vendor| support*
(nurse 1), are also found in our study but play a very minor role. The nurses did not

mention these factors as inevitable.

However, it is noteworthy, that in contrast, the concepts we identified in this study of
Htransparency and ,explainability™ have not yet been sufficiently mentioned or
addressed in the literature as an important success factor at all. Previous factors also tend
to focus on generalizable factors without a focus on the usability of the RPA-solution

itself as well as the particular involvement of employees.
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In the absence of comparative case study research in a similar scenario, this suggests that
the ,,transparency®, as well as the ,,explainability*, are concepts and drivers in the case
of SBP context. Especially the high amount of needed control in SBP explains these
concepts as success factors for RPA in a critical care environment. As the main purpose
of critical care areas is the saving and support of human life ensuring good documentation
as well as data accuracy and data care is one of the most important parts of the treatment
process of a patient. Therefore, every participant who is involved in this process wants to

control this work, if it gets done by RPA, to guarantee trustful work.

7.5 Discussion

The focus of this work was on employee centric development of RPA solutions. From a
practical perspective, our presented results offer implications for providers of RPA
development environments. Regarding target group suitability, our work provides
valuable insights that can be summarized under the term ,,Explainable RPA*. Here, not
only is the self-explanatory visual development of RPA solutions important, i.e., that
users do not write program code but use standardized visual modules, but also that the
execution of these solutions is even more explainable and comprehensible to provide
employees with complete transparency about the process they are responsible for,

especially in sensitive processes.

The results of this study show that, in contrast to the hindering factors previously
identified in the literature, the queried categories are primarily rooted in the designated
Htransparency’ and ,.explainability in the use of RPA technologies. We were able to
show that it is possible to technically counteract the perception of loss of control by the
employee when using RPA technologies. Our results contribute to the critical factors of
RPA development and use in sensitive processes and environments where high

requirements are given.

In the RPA projects examined, problems frequently arose due to the lack of transparency
of changes to the RPA solution, which is of enormous importance, especially in sensitive
processes. RPA solutions invite users to quickly make changes to the respective RPA
solution themselves. However, when end users make changes themselves, they often do
not know how these changes affect other users of the solution and in the process.
Especially in sensitive processes, compliance and standardisation are extremely
important, as even small changes can have a major impact. The involvement of human
lives in this context also increases sensitivity and criticality. Changes must be precisely
planned, communicated, or transparently visible to all those involved in the process. For

this very reason, standard processes must be created for the implementation of changes
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to RPA solutions to document them in detail and create transparency between the various
users of the RPA solution.

Among the limitations of this study, of course, is that the results may not be generalizable
because only a small number of participants (n = 5) were studied for each of the five
organisations. Also, we used only a single representative RPA development environment
to derive our criteria; further pluralistic research will be conducted here in the future to
obtain more valid conclusions. The use of perceptions through participant interviews

always carries with it the limitation of strong subjectivity by them.

7.6 Conclusion

Following our aforementioned research questions, we were interested in understanding
where the drivers and barriers to the development and deployment of the RPA solution in

the SBP environment lie.

To this end, we conducted the grounded theory presented in this article to develop a theory
based on empirical data. To collect this empirical data, we examined development
documents and interviewed nurses who handle particularly sensitive business processes
by independently developing and deploying the RPA solution. To do this, we conducted
several interviews in addition to document analysis to determine what criteria influence

nurses' intentions for using an RPA solution.

In doing so, we derived theoretical concepts that we summarized into six categories:
speed, feedback, documentation, protocols, change, and timeline. We found that the
aggregation of these six categories of RPA usage intent under study is related in two
distinct, overarching ways. First, usage intent is strongly influenced by the
»explainability* of the RPA solutions used. One possible explanation is that nurses
change from a passive role to an active role in the processes through RPA use. As part of
the RPA development and use for their work, they are directly responsible for how, and
thus how correctly, data is transferred and entered by the RPA solutions. As caregivers
now develop and implement RPA solutions themselves to improve their system
environment, they demand full traceability and controllability of RPA solutions to

increase usage intent. This, especially in SBPs, is of great importance.

The second overarching aggregate factor was that all participants indicated that the
barriers they encountered were related to the opaque program flow of the RPA solution,
here the usage barrier could be summarized as a lack of ,,transparency*. This can also be
explained, as the particular automated steps by RPA need to be transparent to the nurses

in case of controlling the processes.
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Beyond the Hype: RPA’s Public Perception over Time

Abstract

The perception of emerging technologies such as Robotic Process Automation (RPA)
goes through the phases of emergence, growth, and maturity. In the emergence phase,
potential users of the technology naturally have unrealistic expectations of high
performance. The expected positive impact of the technology drives the subsequent
growth phase. Later, these exaggerated expectations increasingly give way to realistic
assessments until a maturity phase is reached. The current academic debate on RPA
argues that there is also a fear narrative that hinders wider adoption of this technology. In
this article, we present an analysis of over 95,000 news articles on RPA published
between 2015 and September 2020 to study the public perception of RPA. We employ
sentiment analysis and topic modeling to evaluate positive/negative and
subjective/objective views as well as major topics identified in news media. Based on this
analysis, we demonstrate that RPA can now be considered a mature technology which
seems to have passed a hype without enduring a large dip in expectations. Building on
these insights, this article discusses some potential avenues for future research ,,beyond

the hype*.

Keywords: robotic process automation, sentiment analysis, hype cycle, polarity, news
media

8.1 Introduction

Robotic Process Automation (RPA) is a comparably new technology to automate
processes. It uses the graphical user interface and interacts with existing core systems just
as a human employee would do. Both scientific research and news media outlets highlight
the potential of RPA to increase process efficiencies. Exemplarily, Lacity and Willcocks
report on an RPA project having ,.,a three-year return on investment of between 650%
and 800%* (Lacity and Willcocks 2016). Articles from news media outlets go into the
same direction with headlines which suggest that RPA is able to generate ,,97% time
saving® (Knutt 2020).

However, the topic of RPA technologies still causes fear among many employees. The

current scientific discourse on job losses due to the advance of new technologies, to which
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RPA also belongs, is also specifically concerned with the emotional presentation of these
technologies in the media (Huysman 2020; Riemer and Peter 2020; Willcocks 2020).
Here, it is the threat to jobs and the compulsion to trust new technologies that create
resistance. The fear of losing control comes up and is often stimulated by the media with
articles such as ,,41 and RPA will absolutely, positively threaten your job* published by
Forbes Online (Andriole 2018). The hype apparently brings negative perceptions with it.

As such, the public perception of RPA appears to be somewhere between hype and fear.

There are multiple theoretical perspectives which aim at explaining the development of
hype and adoption of new technologies over time. Exemplarily and often used in practice,
there is the Gartner hype cycle which predicts a development of technological hype over
time. A number of publications build upon this understanding and discuss the relevance
to various technologies (Dedehayir and Steinert 2016; O'Leary 2008; van Lente et al.
2013). Next to the Gartner hype cycle, other theoretical perspective with a greater
foundation in scholarly research exist. These include Bass’ diffusion model which
explains a rationale how current adopters and potential adopters of a technology interact
(Bass 1969) and Rogers’ diffusion of innovation theory (Rogers 2003), which describes
a typical s-curve of technology adoption over time. Moreover, empirical analysis of the
public perception of different technologies add to this fundus of scholarly research (van
Lente et al. 2013). However, an empirical analysis of the public perception of RPA in

light of different theories and a comparison with other technologies is yet missing.

A deeper understanding of the public perception of RPA would have several advantages.
Firstly, prior research could show that the perception of RPA is a major influencing factor
for the success of RPA programs in organisations. Exemplarily, Plattfaut (2019) named
the focus of communication of the potential of RPA a major success factor for RPA
projects. Recently, this argument was extended with Willcocks and subsequent authors
deconstructing the hype-and-fear narrative with a focus on potential job losses which
hinders success of RPA projects (Riemer and Peter 2020; Willcocks 2020). However, this
hype-and-fear narrative is not empirically validated, yet. Building on these arguments,
secondly, Syed et al. (2020) call for more research on drivers for RPA adoption. Thirdly,
such a deeper understanding of the public perception of RPA would also open the doors

to several fruitful avenues of future research.

Building on these observations, we aim at developing such a deeper understanding of the
public perception of RPA and address the following research objectives. Firstly, we
analyse the evolution of the public perception of RPA over time in a descriptive fashion
(RO1). Here, we will employ four modes of data analysis to a set of published news

articles on the topic of RPA. We will assess the (a) quantity of news articles over time,
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(b) sentiment of these news articles in term of polarity, (c¢) sentiment of these news articles
in term of subjectivity/objectivity, and (d) prevalent topics via topic modeling. Secondly,
we compare the results of this descriptive analysis with existing technology lifecycle
theories, prior analyses of lifecycles of other technologies, and scholarly literature on
RPA (RO2).

The article is structured as follows. First, we summarize prior research on RPA and the
different theoretical perspectives on technology lifecycle models. Afterwards, in section
8.3, we describe our methodological approach with regards to data collection, pre-
processing, and our analyses as introduced above. The results of the data analyses are
presented in Section 8.4 before we interpret and discuss them in Section 8.5. This section
moreover lists limitations as well as potential avenues for future research. The article

closes with a short conclusion.

8.2 Related Research

8.2.1 Robotic process automation

Robotic Process Automation (RPA) is a relatively new way to automate business
processes. It extends the digitalisation lever of business process management as it allows
easy development of computer programs, so-called bots, in a no-to-low-code environment
(Lacity and Willcocks 2016; Penttinen et al. 2018; Plattfaut 2019; van der Aalst et al.
2018a). RPA bots are mainly employed in rule-based environments where they automate
repetitive processes that have been handled by human employees before (Lacity and
Willcocks 2016). Exemplary processes are swivel-chair tasks where a human employee
is the interface between two different systems. The user needs to copy, manipulate, and
paste data between one system and another. RPA solutions mimic the mouse and
keyboard interactions of the user and thus automate the process. As RPA bot development
does only require a low level of coding experience and comes with low implementation
costs, it is suitable for a new set of processes that has been neglected by traditional means

of process automation so far (van der Aalst et al. 2018a).

RPA has attracted a lot of interest in the business world with several examples of
successful implementation. Lacity and Willcocks (2016) report on a successful
implementation at a telecom provider where decision makers were in favor of RPA and
expected high process efficiency gains. Plattfaut (2019) studied the implementation of
RPA at a health insurance company and reported both on beliefs in high benefits and on
difficult employee reactions with regards to jobs lost and jobs changed. Apparently, the
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opinion of the employees and corresponding successful change communication is a driver
of overall RPA success (Lacity and Willcocks 2016; Plattfaut 2019).

The mentioned difficult employee reactions are potentially also based in a hype-and-fear
narrative of public media. This argument was recently discussed heavily in the Journal of
Information Technology where different perspectives on the effect of rising automation
by the general public were subject of multiple debate articles (Klein and Watson-
Manheim 2020; Riemer and Peter 2020; Willcocks 2020). Willcocks argues that the
general belief in the unlimited possibilities of technology, which could only fully develop
in the future, is associated with massive job losses, although this imaginary development
of technology is only a hypothesis and is by no means certain (Willcocks 2020). In
contrast, Riemer and Peter (2020) argue that it is not the quantifiable factors, such as net
job loss, that drive such public discernment and inclusive discourse, but rather the
qualitative factors and impacts, such as the expected effects on the quality of working life
and the intrinsic value of work. However, an empirical analysis of this postulated hype-

and-fear narrative is yet missing.

8.2.2  Technology life cycles

There are numerous discussions in science about the transfer, adoption, and diffusion of
new technologies over time. Corresponding models and theories essentially assume that
the diffusion and life cycle of new technologies can be described by a growth and
saturation process (Bass 1969; Foster 1986; Rogers 2003). While the core of the adoption
models is represented by the independent variable time, the dependent variables are
different in nature. Both Roger's model and Bass' model use the adoption rate,
alternatively represented as relative market share. The popular hype cycle model of
Gartner instead uses the hype term to represent the (too) high expectations generated
around a new technology (Linden and Fenn 2003): This model ,,can be implemented to
explain users' expectations that differ from the conventional life cycle, which reflects
users' purchasing behavior* (Jun 2012). What all models have in common, besides the
same independent variable of time, is that their dependent variables are always directly
controlled and influenced by public opinion and perception (Dedehayir and Steinert 2016;
Jun 2012).

A diverse set of measurements has been used in the past to create technology life cycles
(Watts and Porter 1997). Suitable data is not easy to collect and to interpret; its source
also depends on the specific technology, industries, and further contextual variables
(Jarvenpad and Mékinen 2008). Scholars already focused their research on archetypes of

dynamics and patterns and summarized several types of life cycles, including linear,
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exponential, and s-curve models (Kriechbaum et al. 2018; Routley et al. 2013; Ruef and
Markard 2010).

The diversity of life cycles models can also be found in the number of different methods
to explore their stages. These methods include mathematical modeling, bibliometric
analysis, principal component analysis (PCA) and hierarchical clustering (Mikova 2016).
In this context, sentiment analysis is highlighted as one of the emerging methods besides

web scraping and ontology modeling (Mikova 2016).

Even though the web offers a variety of useful news information (Albert et al. 2015;
Kayser et al. 2014; Kayser and Blind 2017), one of the typical sources when looking for
technology life cycle indicators are newspaper articles (Mejia and Kajikawa 2017; Watts
and Porter 1997). Several scholars rely on the archives of The New York Times (NYT)
to count the number of articles mentioning a particular technology (Melton et al. 2016).
Exemplarily, van Lente et al. (2013) empirically analyse the life cycle patterns of gene
therapy, high-temperature superconductivity, and internet telephony (Voice over IP,
VolIP). As visualized in Figure 8-1, gene therapy shows a slow but steady growth starting
in 1980 and reaching a clear spike in 2000 before the number of articles significantly
decreases again. High-temperature superconductivity in comparison, starts with a strong
peak in 1987, the second year ever that it was mentioned. The topic loses its importance
very quickly after that and is mentioned for the next twenty years in only a few articles.
As a third example of van Lente, Spitters, and Peine (2013), VoIP shows a pattern
different again from the first two examples. With peaks in 2000 and 2004, this topic
apparently went through two phases of high popularity.

Gene therapy High-temperature Internet telephony (VoIP)
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Figure 8-1: Number of articles in NYT for three technologies selected by van Lente et al. (2013)

One possible explanation of this observation is the theory of double-boom cycles (Peters
et al. 2012; Schmoch 2007). This term summarizes a first ,,boom* of a technology due to
new scientific or technological developments and inventions that is followed by a second
»boom* when the market adopts the new technology on a large scale. Schmoch (2007)
describe this phenomenon as a science push that is followed by a market pull. In between

these two booms, a period of stagnation can occur.
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According to prior research, public debates mark the start of any technology adoption
curve. An adoption curve therefore does not start with the introduction of a new
technology per se but with the corresponding media attention (Jun 2012; Linden and Fenn
2003). This public perception can also influence the development and speed of a hype,
the technology adoption rate, and eventually the success or failure of a technology (Jun
2012). The typical hype cycle visualisation of Gartner can be found in Figure 8-2 and
shows the development of expectations in the course of time. According to Gartner, a
technology or innovation goes through the following five stages of the hype cycle in
chronological order (Fenn and Blosch 2018):

(1) Innovation Trigger: A first event starts the hype cycle of a new innovation /
technology. This event can be of many forms, such as a public presentation, a

scientific article, a news article or commentary, or a registered patent.

(2) Peak of Inflated Expectations: The innovation reaches a high point of public

discussion, optimistic expectations, and positive predictions of its future.

(3) Trough of Disillusionment. The level of expectations eventually decreases
again. Very positive predictions of an innovation’s potential will usually be
reduced and become more realistic. Negative news, surprising setbacks, and a
slow adoption rate of the innovation can accelerate this development until a
new low point is reached and the expectations eventually rise again but will

not reach their former peak.

(4) Slope of Enlightenment: The innovation has left a hyped stage and reaches a
point of grown maturity. The experiences (and mistakes) made by early-
adopters led to more knowledge about the innovation’s added value and use

cases. This can convince a broader audience to apply the innovation.

(5) Plateau of Productivity: The innovation’s adoption rate further increases, and
it becomes widely known and applied. In earlier publications (Linden and
Fenn 2003), Gartner also added a last phase, the post-plateau where the

adoption rate eventually would drop again.
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Figure 8-2: RPA in Gartner’s hype cycle over time

The Gartner model actually is a combination of a hype level with an engineering or
business maturity (Dedehayir and Steinert 2016; Fenn and Blosch 2018). The more apart
both factors are, the larger the ,trough of disillusionment” becomes, when a sharp
flattening of the hype level does not meet an advanced engineering or business maturity.
In turn, however, there are also ,fast track hype cycle technologies where an early
maturity leads to a ,,negligible through* after the hype is over (Fenn and Blosch 2018,
see dotted line in Figure 8-2).

Even though Gartner’s model originally is a commercial product, it has been frequently
researched during the last decades (Dedehayir and Steinert 2016). Scholars worked on
creating hype cycle models out of quantitative data (Jarvenpaa and Miakinen 2008, 2008b)
and by analysing the content of news media (Alkemade and Suurs 2012; Konrad et al.
2012). Gartner started their model with expressing a technology’s levels of ,,visibility*
over time (Linden and Fenn 2003) and changed this label to ,,expectations* in 2009: ,,The
current label more accurately reflects the deeper root cause and nature of the buzz as the
innovation progresses. For example, an innovation may be in the trough yet still visible
in the form of negative press* (Fenn and Blosch 2018). Their argumentation therefore
would favor a sentiment analysis over simply counting the number of news articles.
Sentiment analyses can also better reflect the ,,overenthusiasm‘ of users and media, which
is part of Gartner’s model (Dedehayir and Steinert 2016; Linden and Fenn 2003).
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Gartner regularly publishes hype cycle analyses for several different groups of topics. The
entry ,,Robotic Process Automation Software* first appeared in Gartner’s Hype Cycle for
Business Process Services and Outsourcing in August 2017. Surprisingly, its initial
positioning moved from sliding into the trough back to the peak in 2018 before it entered
the trough again a year later and was placed just before leaving it in 2020 (Thyagarajan
2020). Gartner changed the name after 2017 and removed the ,,outsourcing* part which
might have resulted in the different technology evaluation at the beginning. The company
also positioned RPA in their 2018 Hype Cycle for Artificial Intelligence at the peak,
before entering the trough a year later (Goasduff 2019). In 2020, it was no longer listed
in this particular hype cycle. Instead, it appeared in Gartner’s 2020 Hype Cycle for Legal
and Compliance Technologies, where its position matched the result from the Business
Process Services hype cycle of the same year (van der Meulen 2020). After the exception
in 2017, all further published RPA life cycle statements therefore were in agreement and

are summarized in Figure 8-2.

8.3 Research Methodology

8.3.1 Overview

Our research process consisted of the three phases data collection, pre-processing, and
analysis (see Figure 8-3). We firstly collected news articles on the topic of RPA.
Secondly, we pre-processed the data to allow further analysis. Lastly, we employed four
different modes of data analysis to achieve our research objectives. Here, we analysed (a)
the quantity of articles over time, (b) the sentiments in the articles in terms of polarity, (c)
the sentiment in terms of subjectivity, and (d) relevant topics derived via topic modeling.
All these steps are described in the following Subsections 8.3.2-8.3.6. Results are

presented in Section 8.4.
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Figure 8-3: Process of data analysis

8.3.2 Data collection

To achieve the presented research objectives, we first collected news articles. To this end,
we applied specific search operators on the most comprehensive news search engine of
Google News. Since we approach the topic of RPA from a technical perspective, we
included technological substitutes that reflect similar technical characteristics in our
search. These alias search terms were compiled from the literature in advance (Fung
2014b; Koch et al. 2020; Lacity and Willcocks 2016) and are listed in the following:
»RPA“ OR ,,Robotic Process Automation* OR ,Robotic Desktop Automation* OR
,Business Process Automation OR ,,Human-Computer Interface Automation* OR
LIntelligent Process Automation* OR ,,Cognitive Process Automation®. Google News has
the advantage of eliminating news articles that are not the main source through an
algorithmic evaluation of thematic duplications in the content. Thus, identical news
articles duplicated by press distribution services or so-called ,,content farms* for search
engine manipulation can already be excluded by the search engine's pre-filtering of results
(Jun et al. 2018). In addition, we performed a check for the exact news title to detect and
exclude any duplicates. For each of the remaining articles, we scraped the corresponding
results so that the dataset included the news title, description, and unique URL of each
entry. More information and descriptive statistics of the retrieved dataset will be presented

in the results section.

8.3.3  Text pre-processing

To enable the analysis of the news articles in the dataset, we performed appropriate pre-
processing of the collected text data. For this purpose, we used the algorithms of the
Natural Language Toolkit (NLTK) and TextBlob, both based on the Python programming
language (Loper and Bird 2002; Loria 2020).

As the first step of text pre-processing, we eliminated articles that were less than 400
words long. We did this to ensure that we had sufficiently large text corpora for analysis.
Beyond that, however, the length of news articles does not matter for the weighting in the
overall context, as the length of a news article per se does not allow any conclusions to

be drawn about its importance, significance, or status in a collection of news articles.

The second pre-processing step was to apply noise reduction to the text to normalize the
data. Unwanted text components such as URLs, e-mail addresses, JavaScript, PHP, or

HTML code were removed.



Part B 171

The next step was tokenisation, which is also called text segmentation (Ravi and Ravi
2015). It breaks down a sequence of sentences into individual components such as words,
phrases or symbols called tokens. We used the TreebankWordTokenizer which is part of
the NLTK. This state-of-the-art method aims to solve the problem of word contractions
by using regular expressions. Larger blocks of text can thus be converted into sentences,
phrases can be converted into words, and so on. Further processing is generally carried
out after a piece of text has been given a token. During tokenisation, some characters,
such as punctuation marks, are also discarded. This step was followed by stemming and

lemmatisation, where affixes were removed from words to obtain the word stems.

8.3.4  Descriptive analysis of publication quantities

Our first mode of data analysis was to descriptively analyse the development of
publication quantities over time. We will present these numbers aggregated per half year
and as a distribution of articles per month. However, in line with prior research (van Lente
et al. 2013), the distribution of articles per month needs to be analysed very carefully as

single occasional spikes are not smoothed out.

8.3.5 Sentiment analysis in terms of polarity and subjectivity

Our second and third modes of data analysis were to analyse the sentiments in the articles
in terms of both polarity and subjectivity. Sentiment analysis follows in the tradition of
literary, cultural, and social science research approaches that deal with the connection
between language and emotions (Vinodhini and Chandrasekaran 2012). It focuses on the
automatic computer-aided analysis and recognition of opinions, evaluations, and trends
in natural language texts. In its simplest form, this technique is based on a predetermined
list of positive and negative words. The respective expression or sentence is then checked

to see how often these words occur in it (Pang and Lee 2008).

Sentiment analysis of news articles has been widely used by scientists to investigate
public opinion and perception (Cambria et al. 2013; Cambria et al. 2017; Méntyla et al.
2018; Zhang et al. 2018). Thus, sentiment analysis can also be used to analyse the
evolving publicly expressed expectations of technologies over time (Straub 2009). With
the growth of online news sources, researchers increasingly use text mining and natural
language processing tools to analyse online texts (Ghiassi et al. 2016; Mousavi et al.
2020). Scholars who focus on the sentiment in news articles are particularly interested in
the polarity of these articles, i.e., whether they convey a positive or negative attitude to
the topic of discussion (Méntyld et al. 2018; Shapiro et al. 2020).
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In our second mode of data analysis, we are interested in news data’s polarity which can
be defined as ,,classifying an opinionated document as expressing a positive or negative
opinion‘ (Liu 2010). Polarity allows scholars to measure and classify the contents of the
examined texts on a continuous scale from very negative to very positive. Moreover,
sentiment analysis can also be used to analyse the subjectivity of each article (our third
mode of data analysis): ,,An objective [text]| expresses some factual information about the

world, while a subjective [text] expresses some personal feelings or beliefs* (Liu 2010).

To this end, we calculated the Term Frequency-Inverse Document Frequency (TF-IDF).
The TF-IDF indicates how important a word is within a document. This technique is often
used as a weighting factor for word frequencies (Aizawa 2003). The weight of a word
increases in proportion to the frequency with which a word occurs in the document but is
offset by the frequency of the word in the corpus. This offset helps to control the fact that
some words generally occur more frequently than others. In this paper, we follow the
lexicon-based approach for our sentiment analysis and use the lexical dictionary of
SentiWordNet (3.0). SentiWordNet was designed to support sentiment analysis
applications by providing an annotation based on three numerical sentiment values of
positivity, negativity, and neutrality. For this purpose, these measures were obtained from
the individual words of each news article, their values were summed, and the
corresponding average was calculated. News articles with an emotional value of -1 are
considered purely negative and those with an emotional value of +1 are considered purely
positive. Moreover, SentiWordNet also allows to assign a continuous value for
subjectivity (ranging from 0 as purely objective to 1 as purely subjective) of a text
(Baccianella et al. 2010). SentiWordNet is the most established dictionary for performing
media resonance analysis within textual content such as news texts (Mantyla et al. 2018;
Ravi and Ravi 2015). It has been used and proven in academia, especially in the area of
financial market news and its impact on stock prices (Denecke 2008; Sohangir et al.
2018). As a source for new words, SentiWordNet uses glossaries and word relations
which it obtains from WordNET, the most popular digital dictionary of the English
language (Baccianella et al. 2010). With these existing word relationships, new words
could be identified on an ongoing basis, which would then be assigned the appropriate
same or similar tonality. Therefore, in our case, SentiWordNet was used with a word
sense disambiguation (WSD) algorithm to identify the most significant word meaning

and lower the risk for misinterpretation (Navigli 2009).

8.3.6  Topic modeling methodology

After our first three modes of data analysis, we aimed at examining the prevalent topics

in the news articles over time. To this end, we employed probabilistic topic models to
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discover topics in each year. The main goal of this analysis method is to obtain an
exploratory view of the content of our news text corpus (Blei 2012; Wallach et al. 2009).
Topic modeling analyses content structures exclusively from the studied pre-processed
texts, which also means that the method does not require external dictionaries or training

data, unlike the sentiment analysis presented in Section 8.3.5.

Topic modeling is widely used in various scientific applications such as classification,
categorisation, summarisation, and segmentation of documents (Liu and Zhang 2012;
Mimno et al. 2011; Wallach et al. 2009). It has become one of the most widely used
applications in computational natural language processing and is the leading analysis
method in research disciplines such as scientific literature analysis, social network

analysis, software engineering, and bioinformatics (Blei 2012; Jelodar et al. 2019).

We evaluated several unsupervised machine learning algorithms and chose latent
Dirichlet allocation (LDA) as the preferred method. LDA is the most well-known and
successful approach, especially for news articles, to discover common topics hidden in a
collection of documents (Jelodar et al. 2019; Song et al. 2009). LDA is at its core a
Bayesian approach in which a document, in our case the news article, is modeled as a
mixture of topics (Blei et al. 2003). A topic modeled in this way can be viewed as a group
of similar words characterized by a distribution over a fixed vocabulary. By analysing
each news article, a distribution of this fixed vocabulary is modeled according to their
frequency (Blei et al. 2003). The generated topics then represent clusters of co-occurring
words based on an analysis of the distribution of these words and the generated topics for
each news article (Agrawal et al. 2018). The results of topic modeling are thus multiple
extracted topic terms with their associated statistical expressions. To analyse differences
in generated topics by year, we split our news text corpus by year. This allows exploratory

insights into key news topics at the respective year level.

The forms of representation and quality criteria that we used to evaluate the topic model

are described in more detail in the appendix.

8.4 Results

8.4.1 Descriptive analysis of publication quantities

In total, we collected 97,402 news articles over a timespan of a little more than five years.*
The first available news data came from six articles on 2015-08-08. Since then, every

week resulted in at least 21 articles, every month in at least 128. Figure 8-4 visualizes the

4 The condensed dataset can be requested from the authors.



174 Part B

number of published articles per month: The highest numbers of articles were published
in May 2019 (3611 articles), March 2018 (3549 articles), and May 2020 (3308 articles).
These three peaks already show that there is no clear linear increase of quantities.
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Figure 8-4: Number of RPA-related news articles per month

For a long-term comparison of periods, Table 8-2 summarizes the number of articles for
each half-year since 2015. The number of articles in these periods grew until the first half
of 2018 and since then showed a pattern with fewer articles published in the second half
than in the first half of each year. 2020 started with only 4.2% more articles than the
previous-year period. Our data collection stopped at September 30, 2020. We therefore
did not include a value for the second half-year of  2020.

Table 8-2: Number of RPA-related news articles per year / half-year

Year Jan-Jun Jul-Dec Sum
2015 - 693 693
2016 1,986 6,537 8,523
2017 4,545 10,589 15,134
2018 12,377 10,272 22,649
2019 15,783 10,562 26,345
2020 16,447 - -
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8.5 sentiment analysis in terms of polarity

The polarity and subjectivity analyses are visualized using box plots. These diagrams
allow analysing the combination of discrete and continuous data. In our case, the discrete
data is the separation of each month of our dataset. The continuous data is the set of
polarity / subjectivity values belonging to the respective month. In such a diagram, the
data distribution is divided into its four quartiles. The second and third quartile form the
,»box*, the first and last quartile are usually visualized by lines (,,whiskers*). Due to the
high number of months in our analysis and to keep our figures clearer, we omitted the
whiskers. We therefore visualized the two middle quartiles of each month’s data with
boxes and added the month’s median as a big dot. The box plot in Figure 8-5 visualizes
the polarity from August 2015 to September 2020.
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Figure 8-5: Polarity box plot per month

The sentiment analysis in terms of polarity shows some development. In the first months
from August 2015 until April 2016, the mean polarity stayed above zero. This implies
that the majority of news articles were speaking positively about RPA. Between May
2016 and May 2018, the general narrative stayed negative. However, strong variations in
news article polarity occurred. From June 2018 onwards, the polarity improved until it
peaked around the turn of the year 2019/2020. Since then, we observe a reduced positivity

and comparably steady polarity values in the last five months.
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8.5.1 sentiment analysis in terms of subjectivity

The subjectivity measures in Figure 8-6 on a first look seem to be relatively even with a
nevertheless slow but steady decrease in subjectivity from 2015 until May 2020. In the
last few months of our observation, from June until September, the subjectivity values
vary stronger and show a significant drop. Here, a low subjectivity value refers to more
objective news articles. Possible reasons for the subjectivity development over time are

discussed in section 8.4.
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Figure 8-6: Subjectivity box plot per month

8.5.2  Topic modeling analysis

Lastly, we employed topic modeling to identify prevalent topics in the collected news
articles per year. Table 8-3 describes the 10 most prevalent topics in each year from 2015
to 2020. Please note that, as stated above, both 2015 and 2020 do not cover the full

calendar year. More details on the topics and their quality can be found in the appendix.

The results show that especially in the beginning news articles focused on explaining and
defining RPA with topics such as accuracy, rule-based, work task, etc. Over time, the
advantages and expectations of RPA were more heavily discussed, e.g., cost reduction,
future of work, and digital labor. In the last year, the Covid-19 pandemic also dominated
news articles on RPA. Apparently, RPA can be seen as one way for organisations to react

on the transforming nature of Covid-19.
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Moreover, the results also show a shift in the provider landscape. In early years, Blue
Prism was the dominant provider mentioned n news articles. However, from 2018 on,

UiPath overtook BluePrism in terms of prevalence in public perception.
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Table 8-3: The modeled topics on an annual basis in descending order of priority
# 2015 2016 2017 2018 2019 2020
1 ACCURACY COST HUMAN RULES BASED|UIPATH COVID-19
REDUCTION RESOURCES
2 RULE-BASED BLUE PRISM ACCURACY UIPATH FUTURE OF UIPATH
WORK
3 WORKFORCE (FINANCIAL RULE-BASED COGNITIVE |REDUCE COST COST SAVING
ACCOUNTING
4 CONSULTING |CUSTOMER FUTURE OF NATURAL NATURAL FUTURE OF
SUPPORT WORK LANGUAGE |LANGUAGE WORK
5 FUTURE OF CONSULTING WORK TASK HUMAN ARTIFICIAL HUMAN
WORK RESSOURCES |INTELLIGENCE |RESSOURCES
6 BLUE PRISM  |ARTIFICIAL WORKFORCE  |ARTIFICIAL |COMPUTER USER INTERFACE
INTELLIGENCE INTELLIGENC |VISION
E
7 HUMAN ENTERPRISE USER FUTURE OF  [SAP WORKFORCE
RESOURCES  [SYSTEM INTERFACE WORK
8 NATURAL FEAR CONSULTING |BLUE PRISM [FINANCE DIGITAL TRANS-
LANGUAGE ACCOUNTING  |[FORMATION
9 ARTIFICIAL HUMAN NATURAL DIGITAL HUMAN SAP
INTELLIGENCE |[RESOURCES LANGUAGE LABOR RESSOURCES
AND MACHINE
LEARNING
10  |WORKTASK |FUTURE OF COMPLIANCE |CONSULTING [BLUE PRISM RULES BASED
WORK
8.6 Discussion
8.6.1 The evolution of public perception of RPA

Analysing the quantity of news articles on RPA shows that the topic is still booming with
publication numbers on a high level. This level was relatively stable in the last 2 years of
analysis. There is so far no indication for a drop in RPA’s media attention. Apparently,

the pure media buzz is still high.

A deeper look on the quantity of news articles on RPA over time shows some spikes.
However, these are not driven by scientific publications but rather by published reports
of consultancies or market research agencies or by major mergers and acquisitions. To
the best of our knowledge, the first scientific article using the term RPA was published in
2014 (Fung 2014b). Afterwards, several very popular and highly cited research articles
came from the ,,Outsourcing Unit* of the London School of Economics. In 2015, they
started publishing working papers that finally resulted in articles in MIT Sloan
Management Review (Lacity and Willcocks 2016) and MIS Quarterly Executive (Lacity
and Willcocks 2016). In the two following years, RPA-related teaching cases have been
published (Asatiani and Penttinen 2016; Willcocks et al. 2017). All these research articles

of the first years have in common that they are practice-oriented and were published in
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outlets aligned accordingly. A deeper look into the news dataset shows that news output
and the research publications mentioned above do not have a strong link. Many peaks in
media presence quantities were caused by the publication of studies and surveys of large
consulting firms such as Deloitte, KPMG, and Gartner. These firms also use press
services to gain the best possible coverage and scale in the search engine results.
Individual acquisitions of companies or business figures are, because of their focus on
financial and stock market effects, shared in many stock exchange news sources and thus

lead to an increased number of results, too.

Analysing the polarity of the news articles shows that RPA media coverage started out
very positively at the beginning. From 2016 to mid-2018, the polarity became negative,
before switching back into positive territory for the last two observed years. Apparently,
the public perception went through a phase of a narrative with stronger connotations of
fear. In the same period, the articles became more and more objective when their
subjectivity values decreased linearly over time. The strong drop at the end of our period
of analysis (i.e., from June to September 2020) could be explained with the effects of
Covid-19.

This development is underlined by the results of our topic modeling analysis which
focused at the beginning on explanation, then on expectations, and, in the last years, on
more general topics such as the Covid-19 pandemic. Apparently, the perception of RPA
is that of a more mature technology that can now be employed to tackle major problems
both of organisations (e.g., future of work) and of society at large (e.g., impact of Covid-
19).

In sum, the analysis has shown that there is a strong range of variation within the
polarity/objectivity sentiments over time. We could, however, not identify any

relationship between the quantity, polarity, and objectivity of the articles.

Building on the four analyses of article quantity, polarity, and objectivity as well as the
results form topic modeling, we can nevertheless argue that the public perception of RPA
1s now more realistic and beyond an initial very contrasting hype and fear narrative that
Willcocks (2020b) observed.

8.6.2  Comparative analysis with related research

Prior theoretical perspectives argued for a growing media buzz (hype) at the beginning of
each technology life cycle (Bass 1969; Linden and Fenn 2003; Rogers 2003). Our results
confirm this understanding as they show a steady rise of media attention. We cannot yet

observe a decrease in publications quantity over time. Thus, we assume that although
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RPA can be considered a mature technology, it is not yet adopted by the majority of
organisations around the globe. The pure publication quantity cannot be described by any
standard pattern such as linear, exponential, and s-curve developments (Routley et al.
2013).

We could identify some proximity of the perception of RPA to technology cycle theories
such as the Gartner hype cycle by using insights from the sentiment analysis. This is
especially true with regards to polarity. Following the positioning of RPA on Gartner’s
hype cycle (see Figure 8-2 and Section 8.2.2), public perception was very positive while
RPA was considered to be on the peak of inflated expectations. However, we should not
assume cum hoc ergo propter hoc, i.e., we can only show a correlation between the
positioning of RPA on the hype cycle of Gartner and the polarity of the media perception.
Whether a cause-effect relationship exists cannot be extracted from the data. Moreover,
as we currently do neither see a real drop in polarity nor a decline in publication quantity,
we might postulate that RPA will reach the plateau of productivity without going through
a real trough. The hype cycle for RPA therefore might be fast-tracked as visualized in
Figure 8-2 (Fenn and Blosch 2018).

Surprisingly and not matching with any of the discussed theoretical perspectives, the
polarity data shows a significant drop between April and May 2020. In the months up to
September, the end of our data collection, the polarity though remains on a very constant
level. This observation could have different potential reasons. As mentioned above, one
of them could be the effects of the Covid-19 pandemic. In many industries, automation
and robots can be used to remain active without endangering the health of employees.
Furthermore, many digital technologies are discussed differently since the beginning of
the pandemic (Agerfalk et al. 2020). Not only in healthcare, RPA has been discussed with
particular interest in these unstable times (Mardani et al. 2020; O’Leary 2020b).

When we compare the public perception of RPA in terms of publication quantity with the
prior analysis of (1) gene therapy, (2) high-temperature superconductivity, and (3) VoIP
by van Lente et al. (2013), we can firstly observe that RPA does not follow the curve
described by gene therapy. In contrast to the slow rise of the perception of gene therapy,
media buzz of RPA showed a comparable quick start with a currently stable plateau.
Secondly, we are unable to predict whether RPA will follow the curve of VolIP, i.e., will
go through a double boom (Peters et al. 2012) with two peaks of popularity. So far there
is no indication of a comparable dip in publications over time. Thirdly, it is also too early
to compare the public perception of RPA to the perception of high-temperature

superconductivity. Potentially, RPA could now lose importance quite quickly and be
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neglected for the next decades. However, this would be in stark contrast to the prevalent
scientific consensus (Plattfaut 2019; Syed et al. 2020; Willcocks 2020).

This scientific discourse on RPA underlines our interpretation that RPA is now beyond
the hype and can be considered a mature technology. Exemplarily, Plattfaut argues that
»l1]t is widely regarded as proven that RPA is able to deliver basic promises, the
technology is established, and it works in multiple environments* (Plattfaut 2019).
Following these arguments, Syed et al. (2020) and Wewerka and Reichert (2020) argue
that scholarly research should now focus on giving real advise instead of providing mere

case descriptions.

8.6.3  Deriving research questions for RPA scholars

Building on the discussion of our results considering prior theoretical perspectives on
lifecycles, prior empirical analyses of the public perception of other technologies, and
published research on RPA, we propose some potentially fruitful avenues for future

research.

Firstly, our research shows that the public opinion of RPA appears to be more objective
now than it has been before. Prior research also argues that the technology is now proven
but needs to be applied at scale (Plattfaut 2019). As such, a deeper empirical analysis of
the perceived benefits of RPA for public and private-sector organisations - after the hyped
expectations - seems to be possible. This is in line with the call for a more quantitative
analysis of the effects of RPA (Wewerka and Reichert 2020). It is generally common for
new technology research to use methodologies such as case studies during the early
phases of the hype cycle before the maturity of the technology enables more
comprehensive methods (O'Leary 2008).

Secondly, based on our results, researchers can also understand in how far RPA adoption
in specific and technology adoption in general might be influenced by public media
perception of a technology. Adoption theories on individual level often acknowledge for
these ,,secondary sources influence* (Brown and Venkatesh 2005) but studies on an
organisational level might be fruitful. This is especially true taken into account the general
differentiation between early adopters/innovators and later adopters (Bass 1969; Rogers
2003).

Thirdly, scholars can revisit prior interpretative research on RPA. Especially in
qualitative studies, researchers often rely on interview data. However, this interview data

might be under the influence of the general public perception. Exemplarily, interviewees
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in 2017 might had a more negative opinion of RPA than those interviewed in 2019 (see

also Figure 8-5).

Fourthly, it is unclear in how far RPA can support the organisational and societal reactions
on the current Covid-19 pandemic. Our topic modeling shows that in the last analysed
year the pandemic was the single most important topic in news articles on RPA. However,
scientific research seems to be lacking behind with only few articles discussing this

relationship.

Lastly, the identified topics also show a divergence in goals of RPA that are perceived by
the public media. On the one hand, there are publications which put cost saving into the
focus. On the other hand, publications perceive RPA as one tool in the future of work.

More research on the effects of RPA on society could be fruitful.

8.6.4 Limitations

Our analysis of course also has limitations. Firstly, computerized sentiment analysis has
generally problems recognizing figures of speech such as sarcasm and irony, some
negations, jokes, and exaggerations (Bosco et al. 2013; Olteanu et al. 2019; Reyes et al.
2012). If those elements are not recognized, the results and interpretations of sentiments
can become biased. However, as we have analysed news articles, we assume that this
limitation does only apply to a minor extent. Secondly, the length of the news articles was
not considered. Short pieces of text were weighted the same way as longer articles (except
for very short news articles with less than 400 words which have been excluded). Longer
articles might have a heterogeneous sentiment as several context sensitive words could
be found and considered. However, longer news articles are not given more weight in the
text collection than shorter news articles (Baroni et al. 2014). Therefore, and because of
the large number of articles considered, we believe our results are valid. Thirdly, our
results are limited as we collected data from one single search engine. Moreover, the
algorithm of this engine is non-transparent and not accessible to us. Especially the
historisation and availability of old news articles is not guaranteed. However, we regard
Google and Google News as state-of-the-art search engines with a very comprehensive
data base. Fourthly, there might still be some duplicated articles in our data set. While we
removed duplicates based on the article title and made use of the indexing algorithm of
the Google News search engine, which should effectively eliminate duplicate content,
there is, theoretically, still the possibility of duplicates. Exemplarily, a news article could
still be published multiple times, even over several weeks, with similar content on other
news sites if the content were changed to a sufficient extent. This pluralism of news

publication possibilities, however, also demonstrates the real-world representation of
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public engagement with a topic/technology. Lastly, no weighting of sources’ reputation
and seriousness was made. Blogs considered as news by the algorithm were therefore

weighted the same way as established newspaper websites.

8.6.5 Conclusion

We examined the public perception of RPA by analysing the quantity of news articles,
sentiment in news articles with regards to polarity and subjectivity, and major topics
within these news articles (using topic modeling algorithms). We relied on over 95,000
published articles on RPA which were indexed by Google News. These articles were
published between the technology’s upturn in 2015 and September 2020. The
implications of the observed public perceptions have been discussed in light of existing
lifecycle theories, observed public perception cycles of other technologies, and prior
publications on RPA. Based on these discussions we can support the claim that RPA is
now a mature technology with a prospective further growth of adoption. We presented

five potentially fruitful avenues for future research.
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9 Looking for Talent in Times of Crisis: The Impact of the Covid-

19 Pandemic on Public Sector Job Openings.
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Looking for Talent in Times of Crisis - The Impact of the Covid-19
Pandemic on Public Sector Job Openings

Abstract

The current Covid-19 pandemic has tremendous effects on labour markets worldwide.
While we observe a rapid change to work from home, an increase in unemployment is
expected, too. This research article reports on results of a research project on the effect of
the pandemic on the public sector labour market. We systematically study public sector
job openings in Germany with a focus on the development of certain job types. For this
purpose, we used the central German provider for e-recruiting in the public sector as a
unique database that documents the current personnel demand. We comparatively analyse
snapshots of this database using quantitative text analysis and descriptive statistics. Our
results show that public institutions, besides a significant increase in work from home
jobs, have a substantial demand for IT jobs, but that these IT vacancies do not have a

focus on work from home technology.

9.1 Introduction

The Covid-19 (Coronavirus, SARS-CoV-2) pandemic has, as of October 2020, a massive
impact on both the number of jobs and the way we work. Since the appearance of the
novel corona virus Sars-CoV-2 in China in early January 2020, the virus has spread
worldwide. The WHO classified the spread of the corona virus on 11 March 2020 as a
pandemic (i.e., a global epidemic, World Health Organisation 2020). It has been
confirmed as of September 2020 that more than 31 million people are infected with the
corona virus and more than 1 million people have died in connection with the virus
(European Centre for Disease Prevention and Control 2020). At the end of January 2020,
there was the first confirmed infection with Corona virus in Germany. On month later,
the states of Baden-Wiirttemberg and North Rhine-Westphalia also reported the first
confirmed cases, with other states following by mid-March 2020. In early March 2020,
the first deaths within Germany occurred in North Rhine-Westphalia and the number of
infections rose to more than 1,000 nationwide. At the same time, a lockdown began that
included the closure of retail stores, theatres, sports venues, and concert halls, as well as
widespread contact bans. Universities, schools, and day-care centres were also closed.
Checks had inner-European borders were implemented together with wide-ranging travel
and entry bans. At the beginning of May 2020, the German states began to gradually ease
the restrictions (Desson et al. 2020). However, in October 2020, the number of new

infections throughout Germany exceeded 10,000 within one day for the first time which
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indicated the second wave. On November 2, a second nationwide lockdown began, with
renewed restrictions in the retail, social, and recreational sectors (Bundesministerium fiir
Gesundheit 2021).

However, countries like Germany, which reacted in time with drastic measures, are
apparently getting through the corona crisis comparably better (Bennhold 2020; Fairless
2020; Wieler et al. 2020). In Germany as in an increasing number of countries, public and
economic life was shut down to slow down the spread of the coronavirus. A large number
of organisations switched as many jobs as possible into working from home (Brynjolfsson
et al. 2020; Fadinger and Schymik 2020). These changes resulted in many challenges both
for workers adapting to their new environment and for organisations to technically enable
the employees to work remotely. But it also led to cancelled or at least changed recruiting
activities (Bartik et al. 2020; Montenovo et al. 2020).

On the one hand, we observe job losses around the world due to the pandemic. On a global
level, gross domestic product is expected to shrink by 3%, ,,much worse than during the
2008-9 financial crisis* (International Monetary Fund 2020). The International Labour
Organization (ILO) estimates nearly half of the global workforce in danger to lose their
livelihoods and hundreds of millions of companies confronted with bankruptcy
(International Labour Organization 2020). In the United States, within the first six weeks
since President Trump declared a national emergency, a total of 30.3 million newly filed
unemployment claims were registered (U.S. Department of Labor 2020). Similar
retractions on the job market are already observable in Europe: A recent analysis by
McKinsey & Company sees 59 million jobs at risk in the European Union and the United
Kingdom (Chinn et al. 2020).

On the other hand, we see that more and more people work from home (Venkatesh 2020;
Waizenegger et al. 2020). Organisations react on the Covid-19 pandemic with
investments into information technology (IT) (Dwivedi et al. 2020). Video conference
solutions are in huge demand, as schools and universities invest in distance learning
techniques and companies rely on working from home and have to cancel business trips
(He et al. 2021; Iivari et al. 2020; Neate 2020). The usage of the internet changed and
simultaneously intensified (Koeze and Popper 2020). To avoid network problems,
regulators in Europe urged providers of the most traffic-causing online applications such
as Netflix and Amazon to temporarily decrease their used streaming quality and
bandwidth (Kang et al. 2020).

In this article, we evaluate in how far the Covid-19 pandemic had impact on public sector
job openings in Germany. We specifically aim at answering the following research

questions:
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RQI1: How did the German public sector job market react on the Covid-19 pandemic?

RQ?2: How did the German public sector job market for IT professionals react on the
Covid-19 pandemic?

With these research questions we aim at analysing the current state. However, in line with
prior suggestions (Kar and Dwivedi 2020), we also want to move beyond this descriptive
analysis of ,,what is* and thus discuss implications for theory that might be observable in

public sector job markets in general when exogenous shocks occur.

To answer our two research questions, we build upon a dataset of all public sector job
openings in Germany that we collected in August 2019 (,,time point 0°) through advanced
web mining using robotic process automation (RPA). We repeated this data collection
weekly since the start of the Covid-19 crisis (March 2020) and compare the results both

with our time point 0 and over time until September 2020.

The remainder of the article is as follows. First, we present some theoretical background
on the Covid-19 pandemic in the IS domain and hypotheses on its effect on public sector
job openings. Second, we explain our research methodology with respect to data
collection and analysis. Third, we describe our findings. We end with a concluding

discussion.

9.2 Literature Review and Hypotheses

9.2.1 German Job Market until the Corona Pandemic

The long-term trend in new jobs created in Germany had been positive for more than 10
years. Since 2007, a total of 5 million additional jobs have been created in Germany. In
2018, there were nearly 580,000 new jobs and in 2019, nearly 450,000 new jobs
(Bundesagentur fiir Arbeit 2021). Before the start of the Covid-19 pandemic, at least
200,000 additional jobs were expected to be created in Germany in 2020 (European
Commission 2019). The number of unemployed in Germany before the start of the Covid-
19 pandemic in March 2020 had fallen by 30,000 to 2.396 million compared with January,
implying an unemployment rate of 5.3 percent and 23,000 more unemployed than in the
same period in 2019 (Bundesagentur fiir Arbeit 2020c). Possible effects due to the
consequences of the coronavirus outbreak are explicitly not yet included here. The
seasonal decline in February was thus stronger year-on-year, which is attributable to the
somewhat weaker economy in Germany at this time. Economists had last revised their

growth forecasts for the German economy downwards accordingly in December 2019
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(Institut der deutschen Wirtschaft Kéln e. V. 2019). In contrast to the slight decline in the
overall supply of jobs, Germany was already struggling with the consequences of the
shortage of skilled workers before the Corona pandemic began. Nationwide, around 1.41
million positions could not be filled in the fourth quarter of 2019 (Bundesagentur fiir
Arbeit 2020c). This was 55,000 more than in the third quarter of 2019 and 48,000 fewer
than in the same period of 2018 (Bundesagentur fiir Arbeit 2020a). Demand for staff had
fallen, particularly among larger companies with more than 250 employees. In contrast,
demand for staff remained high in the SME and service sectors (Bundesagentur fiir Arbeit
2020a).

9.2.2 Covid-19 Pandemic in IS Research and Related Fields

Covid-19 represents a massive challenge to the medical systems of countries worldwide.
It has been compared to natural disasters that effect both societies and organisations
(Sakurai and Chughtai 2020). Understandably, Covid-19 also triggered a large wave of
pandemic-related medical research. The world health organisation (WHO) listed 4,079
registered clinical trials as of July 05 (HeiGIT 2020). The huge effects of Covid-19 were
also reflected in research calls in many scientific disciplines, not only including medical
domains. Special issues explicitly related to Covid-19 have been announced from outlets
such as International Review of Economics & Finance, Risk Analysis, Journal of
Operations Management, Production and Operations Management, and Decision
Sciences Journal. Multiple articles deal with contact-tracing apps which try to predict,
observe, and minimise the spreading of a virus (Riemer et al. 2020; Rowe et al. 2020;
Urbaczewski and Lee 2020). Another area that is studied with regards to Covid-19 is the
working from home or remote e-working (Barnes 2020; Dwivedi et al. 2020; Iivari et al.
2020; Sein 2020), something that is also highlighted by other studies on the impact of
Covid-19 on IS research and education (van der Aalst et al. 2020). Studies on the effects
of Covid-19 on the labour market focus predominantly on survey, e.g., using the Nielsen
panel (Coibion et al. 2020). Next to the effect on the labour market, the public sector is
furthermore also challenged by several additional aspects such as public order, effective

crisis communication, and citizen engagement (Chen et al. 2020; Hodder 2020).

9.2.3 Hypotheses

The worldwide development also leaves its mark on Germany. The social distancing
measures led to the lockdown of most businesses for weeks and endangered a large
number of jobs. The unemployment rate increased from 5.1% in March to 6.4% in August
(Bundesagentur fiir Arbeit 2020b). Foreseeing this effect, the German government

reacted. With the help of subsidising short-time work (,,Kurzarbeit), the government
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hoped to ease the ascent of unemployment just like during the financial crisis ten years
ago. In early May 2020, the Bundesrat (Federal Council) approved numerous draft laws
of the Federal Government in this context during the crisis. Among other things, corona
tests and reporting requirements for laboratories and health authorities were expanded on
a large scale (Bundesagentur fiir Arbeit 2020b). Also, numerous social benefits were
expanded, including short-time work, parental and unemployment benefits. During the
first two months, applications for these short-time work subsidies were received for
already 10.1 million employees, whereas during the complete year of 2009 applications
for only 3.3 million employees were registered (Bundesagentur fiir Arbeit 2020b). In mid-
May 2020, in connection with the ongoing corona development, the Federal Government
adopted the law to protect the population in the event of an epidemic situation of national
importance (Bundesministerium fiir Gesundheit 2020). The aim of the law was to provide
the best possible protection for people at particular risk from infection with the corona
virus and to gain a better insight into the course of the epidemic. To this end, numerous
restrictions and limitations were imposed, focusing on social distancing in the workplace.
The core of the law was that the almost 400 public services were the linchpin in the fight
against the coronavirus. The modernisation of the public health service will therefore be
supported with a funding programme totalling 50 million euros. In mid-July, an enormous
relaxation of infection protection is again in force throughout Germany (Han et al. 2020).
Nearly all retail and gastronomy businesses have been allowed to open again as normal.

For example, visits to nursing homes and larger family celebrations were possible again.

Based on existing literature and observations of the current development we can
hypothesise that the Covid-19 pandemic has and will have a large impact on the German
job market. Even though we do not expect a strong decrease in existing public sector jobs,
we hypothesise a reduction in job openings in line with the observations from the private
sector (Bundesagentur fiir Arbeit 2020b). We assume that our data shows that with the
Covid-19 pandemic less positions are opened and public sector hiring slows down.

Therefore, we propose H1 as follows:
The total number of job openings will be reduced over the course of the pandemic

We know from public responses to the pandemic that in most countries people are
encouraged to work from home (WFH) when possible (Carillo et al. 2021). However,
several studies indicate that the general trend toward WFH, which began in the private
sector years before the pandemic outbreak with the introduction of flexible work models,
had barely taken hold in the public sector and public administration at the time of the
Covid-19 pandemic (Melian and Zebib 2020; Milasi et al; Palumbo 2020). We therefore

assume that the underlying conditions (remote access to IT systems, equipment with
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portable computers, etc.) are not yet in place or only sparsely. (Office for National
Statistics 2020). From this, we infer that we should expect longer turnaround times in the
recruitment processes for the positions studied due to the Covid-19 pandemic. This is
particularly the case in the processes that require a high level of communication intensity,
such as the applicant management process in connection with applicant pre-selection,

interviews, and applicant assessment. Therefore, we propose our second hypothesis:

The pandemic is explicitly mentioned to account for longer processing times during the

Crisis

Building on H2, we moreover assume that WFH possibilities and corresponding
technology is increasingly mentioned in public sector job openings. First, we base this
assumption on the announced sales and revenue figures of suppliers of WFH technology.
Second, past research shows that job security is an important factor for public sector
employees (Clark and Postel-Vinay 2009; Lewis and Frank 2002). Especially in times of
the pandemic, WFH possibilities can signal a higher degree of job security. Third, WFH
has become a necessity to operate during the pandemic (Waizenegger et al. 2020). We

therefore propose the following hypothesis H3:

During the pandemic, positions allowing for home office and/or mention working-from-

home (WFH) technology will increase

The pandemic led to an increased willingness to digitalise and automate processes and
services over all industries (World Economic Forum 2020). In this context, the German
state invested in the expansion of digital infrastructure and in public sector digitisation
initiatives. One example is the troubling Online Access Act (,,Onlinezugangsgesetz®,
0OZG) of April 2017, which obliges the federal states to offer their administrative services
electronically via administrative portals by 2022 and to connect them to a digital portal
network. The economic stimulus package launched in June 2020 to combat the
consequences of Covid-19 now provides for the additional investment of three billion
euros for OZG’s implementation (Bundesministerium des Innern, fiir Bau und Heimat
2020). It is obvious that the partly massive investments of the German state to maintain
service delivery and specially to accelerate the implementation of service digitalisation in
the public sector should also be used to nationwide build up human resources. Hence, H4

is proposed as follows:

New positions (except job offers in the health sector) will be created during the pandemic

to specifically react on the new circumstances
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Closely related to H4 we especially expect new positions in public healthcare. We expect
public administrations to create additional job openings for doctors, nurses, laboratory
staff, and other clinical professionals (Shulzhenko and Holmgren 2020). Early during the
pandemic, the media was reporting on volunteer recruiting of medical professionals as
well as of fast-tracks for medical students (e.g., Kottasova 2020, Noveck et al. 2020).
Several studies point to the unmistakably higher demand for healthcare professionals
during the Covid-19 pandemic (Cutler 2020; Fuchs 2020; Liu et al. 2020a). In April 2020,
the German government indicated that it would support the national health sector with a
total of ten billion euros, with a focus on the public health service, but also on hospitals
and medical research (Hallam 2020). Therefore, we expect that new positions relevant to
the health sector will be created by public institutions to respond to the pandemic. Based

on this, we hypothesise to see a rise in demand for healthcare professionals:

Especially at the start of the pandemic, recruitment for healthcare professionals will

increase

Following the arguments for H4, we also expect a rise in IT and digitalisation positions
in the public sector. Prior research has shown that organisations reacted on the Covid-19
pandemic with investments into IT (Dwivedi et al. 2020). Especially video conference
solutions rose in demand as schools and universities invest in distance learning techniques
(He et al. 2021; Iivari et al. 2020; Neate 2020). Moreover, the usage of the internet
changed and simultaneously intensified (Koeze and Popper 2020). We assume that these
rising investments into IT also lead to a rising demand for IT professionals in the public

sector. Hence, we hypothesise the following:

The share of new IT/digitalisation positions among all positions will rise during the

pandemic

Moreover, these new IT/digitalisation positions will be, especially in the beginning of the
pandemic, less in completely new technologies requiring corresponding future skills such
as artificial intelligence, user experience, blockchain, or internet of things (Carter et al.
2011; Kirchherr et al. 2018) and more in maintenance and support of existing systems as

well as support for WFH technology. As such, H7 and HS are proposed as follows:

Especially at the beginning of the pandemic, public organisations will focus their IT

professionals recruiting on support and maintenance of IT

Considering H3, the positions that allow home office and/or mention working-from-home

(WFH) technology will increase particularly strongly within the group of IT jobs (H6)
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9.3 Methodology

The application of diverse analytics methods of big semi structured data for the purpose
of behavioural analysis of the public sector, especially based on time series data, is a
scientifically established field (Chintalapudi et al. 2021; Grover and Kar 2017). In this
research project, we employ a quantitative text analysis approach to achieve our research
objective and test our hypotheses. Especially when analysing unstructured, large amounts
of data by means of information extraction, data mining or knowledge discovery, one
should explain the context, i.e. be decisive why a found phenomenon occurs (Kar and
Dwivedi 2020; Kumar et al. 2021). We build upon data collected in August 2019 and
contrast this to data continuously collected since the beginning of the ,,lockdown* as a

reaction to the Covid-19 pandemic. Figure 9-1 provides a brief overview of our

methodology which is detailed in the following.
Baseline Situation Crisis Situation
Sample “Time Time Time Time
Point 07 Point 1 ! Point 2 Point 3
All open positions 28/03/20 ... 09/05/20 .. 23/05/20 .. 02/08/20 .. 19/09/20
on Interamt.de
as of 02/08/19 >

Continuous weekly data collection

w,
. . Y
Comparative analysis of collected '] 0
texts and metadata A

-

Figure 9-1: Research Approach: Data Collection and Analysis

9.3.1 Data Collection

Data was collected from the Interamt.de website. Interamt is the official central job
platform for the public sector in Germany and claims to be the largest provider of job ads
in this field. It provides e-recruiting services for public administrations and includes about
50,000 ads per year from federal, state, and local institutions. Typical job providers are
ministries, state offices, city governments, and public sector associations. To facilitate
data collection, we employed an RPA software bot. This bot was developed to simulate
human access to the websites to avoid being locked out by technical crawling detection

functionalities.
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The bot has been used for an initial research project in August 2019, when all 6,661 job
advertisements open by this time were collected from Interamt. This sample will be
considered our baseline (or data point 0). Based on our learnings we then optimised the
bot and started a data collection from Interamt on March 28, 2020 following the
announcement of a country-wide shut down by the German chancellor Angela Merkel on
March 22. The bot is started every second day and collects all job openings from Interamt.
Every Saturday, the data of the week is consolidated with closed and newly opened job
positions. We have continued this data collection and thus are now able to analyse 26
weeks in 2020 to describe the developing impact of the pandemic on public sector job

openings.

9.3.2  Pre-Processing

Collected job advertisements are saved in text format together with their metadata and
pre-processed before the data analysis: HTML tags, URLs, and e-mail addresses as well
as disclaimers and imprints in the footer of the job descriptions are removed using regular
expressions (Batra et al. 2021). The German pre-processing of the texts differs from the
English pre-processing, as there are special characters with umlauts that must first be
converted. To do this, the German umlauts are normalised and all special characters, such
as non-alphabetic characters, question marks, and bullets, are also removed. Pre-
processing also includes normalisation of alphanumeric data, removal of punctuation

marks and numbers, normalisation of spaces, and conversion to lowercase.

We evaluated several German stop word lists. Both NLTK and Scikit-Learn as often used
standards for text analysis have built-in sets or lists of German stop words that serve as a
set of words that we clean in our data (Pedregosa et al. 2011). Hence, we use both NLTK
and Scikit-Learn one by one to get the best result (Bird et al. 2009; Loper and Bird 2002).
Subsequently, we use the German Snowball Stemmer for German stemming to remove
word prefixes and suffixes (Bird 2006). Finally, we employ the spaCy library for

lemmatisation to break the words down into their basic forms (ExplosionAl GmbH 2021).

9.3.3  Data Analysis

The collected text is analysed by using quantitative text analyses that are the most
frequently cited methods in the academic literature for analysing job advertisement data
(Aken et al. 2010; Debortoli et al. 2014). In order to generate relevant research results in
a comprehensive way, a combination of keyword searches is applied. A keyword list is
created for each of the hypotheses H2-H8. Based on these lists, every job position that

includes a keyword is marked as having the corresponding feature (Aken et al. 2010;
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Chintalapudi et al. 2021; Gardiner et al. 2018). These markers are used to calculate
frequency of the features. Our collected data will allow us to analyse the development of
these frequencies over time. In order to validate the keyword collection as a central
selection tool with regard to suitability, consistency and completeness, we proceeded in
two steps. Since we assume a domain-specific nomenclature in the public sector, we used
the specifications for job descriptions that are updated annually by the Federal Office of
Administration (Bundesverwaltungsamt) (Bundesverwaltungsamt 2020b). Within the
German public sector, these serve as the basis for the classification and remuneration of
employees according to collective agreements. In a first step, we used the catalogues for
employees in information technology to extract corresponding job description terms
based on the job descriptions presented there with explicit job characteristics and job
evaluations (Bundesverwaltungsamt 2018, 2020a).

In a second step, we discussed, eliminated, added to, modified and refined the collection
of terms. This controlled opinion-forming process ran for three cycles before we made a
final human decision on the necessary terms. Table 9-2 shows the German keywords used

and the associated quantities in conjunction with the mapped English terms.

Table 9-2: Keyword mapping from German to English

English Translation German Keyword (Additional) identified
positions in Combined
Sample
Telework TELEARBEIT 4339
2 Remote work MOBILES ARBEITEN 3763
= [ Home office HOME OFFICE 2000
a8 Working from home HEIMARBEIT 693
Other keywords with less than 90 identified additional positions include Skype,
Zoom, Webex, etc.
Doctor ARZT* 2954
Health insurance KRANKENKASS* 1116
= Medicine MEDIZIN* 159
%’ Care & Health EE}]E];S%E%EIT 142
2 Health* GESUNDHEIT*! 125
Hospital KRANKENHAUS* 84
Other keywords with less than 20 identified additional positions include pharma*,
clinic, etc.
Informatics *INFORMATIK* 7004
Information INFORMATIONSTECHN* | 3932
technology
Software develop* SOFTWAREENTWICKL* | 1370
£ [TIntegrat* & system* | INTEGRIERT* & 1347
= SYSTEM*
IT system management | IT- 1230
SYSTEMMANAGEMENT
Other keywords with less than 90 identified additional positions include application
development, system integration, etc.
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IT infrastructure IT-INFRASTRUKT* 4613
IT support IT-SUPPORT* 2089
& | IT processes IT-PROZESSE* 1207
S SAP administration SAP & ADMINISTR* 1086
= Data maintenance *DATENPFLEG* 566
e IT security IT & SECURITY 372
Other keywords with less than 60 identified additional positions include helpdesk,
service desk, problem management, etc.
5 VPN VPN 869
et Remote access FERNWARTUNG* & 652
T software SOFTWARE
E Virtual teams VIRTUELL* & TEAMS 621
o2 Other keywords with less than 30 identified additional positions include Skype,
am Zoom, Webex, etc.
Keywords were iteratively ordered based on number of uniquely identified positions. For
each keyword we calculated additional positions identified on top of those identified by
higher-rank keywords.
!'In the data analysis, terminology relating only to employees' health benefits was filtered out
and not taken into account.

For H2 and H4 this list includes ,,Corona®, ,,Covid-19“, and ,,SARS-Co V-2 as the virus
and corresponding illness. Where there was a match within the description text of the
vacancy notice, an additional manual screening for H4 was carried out to determine
whether the vacancy was a job created specifically because of the pandemic. Coding and
qualitative assignment were accomplished in a one-step process by a single researcher.
The job advertisements had an average of 254 words (in the unadjusted state). Therefore,
it was possible for the researcher to quickly and unambiguously assess whether a job
advertisement arose from the Covid-19 pandemic - i.e., explicitly refers to the pandemic
situation in terms of content - or whether a job advertisement uses the keywords
elsewhere, e.g., to justify delayed processing procedures in the application process or
response times. For H2, an additional validation was carried out to see if the terms
»additional®, ,,expanded”, ,,extended" in combination with ,,processing time*, ,,response
time®, ,reply time*, ,processing time* or ,,delays in the process* could be found within
the same body text section in the ,,organisational information” section of the job
advertisement. In German public administrations, working from home (ad H3) works in
two different models. First, employees can have a permanent workplace at home
(telework, ,,Telearbeit). Second, employees can be allowed to work remotely at selected
times (remote work, mobile workS5, ,,Mobiles Arbeiten*). Based on these two keywords
and corresponding synonyms as well as WFH technologies (such as Skype, Zoom,

Webex, etc.) a keyword list was compiled (see Table 9-2). With regards to jobs for

3 In this context, mobile work is a special term from German labour law. Mobile work can be understood
as working from home (or anywhere), but without certain technical and legal conditions. In general, it is
easier for organizations to allow mobile work than to offer permanent workplaces at home.
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healthcare professionals (ad HS), we created keywords based on a differentiation between
healthcare payers and providers. Payers are health insurances while providers include
inpatient care (hospitals), outpatient care (doctors), nursing or geriatric care, or
pharmacists. To identify IT jobs (ad H6), we used keywords based on vocational training
and university courses. As such, we focused on computer science and informatics,
information technology, and software development and added further related keywords

to the list, e.g., application development or system integration.

To assess hypotheses H7 and H8 we looked for specific keywords within the identified
IT jobs. As such, job positions here require to be marked as IT jobs (matching
corresponding keywords from the list created for H6) as well as other keywords
specifically created for H7 and HS. The list for H7 (IT operations) originated in both ITIL
processes (e.g., IT support, helpdesk, service desk) and other operative tasks (e.g., SAP
administration). The list for H8 (WFH-technology) includes selected technology for
WFH. Most prominently, this is remote access software, software for virtual teams and
virtual private networks (VPN) in general. Other software such as Skype, Zoom, or

WebEXx led to only very few additional matches.

To analyse the development over time we use simple regression analysis and present
corresponding graphs. Moreover, we take three striking points in the development of
Covid-19 in Germany and compare the state at these time points with time point 0
(2 August 2019). Time point 1 is set at 9 May, approximately when the Corona Protection
Ordinance was largely implemented in an executive capacity (Landesregierung Baden-
Wiirtemberg 2020). In March, Germany enacted a comprehensive set of measures, such
as the ,,restriction of social contacts*‘: Among other things, a minimum distance in public
spaces of at least 1.5 meters was introduced, the stay in public spaces was only allowed
alone or with another person of the own household. Catering and numerous other service
establishments were closed. With the May 2020 decision, the federal states were given
extensive autonomy to relax the measures now further on their own. At the same time, it
was decided for the first time at the beginning of May that stricter infection control
measures would apply in counties or independent cities with a particularly high incidence.
A few weeks later, restrictions in Germany were further tightened with the Second Covid-
19 Population Protection Act (Bundesministerium fiir Gesundheit 2020) (time point 2, 23
May). The last time point is exactly one year after our time point 0 and at a time when the

existing corona protection regulation has been largely softened. (2 August 2020).
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94 Results

In total, we collected 33,643 unique job postings. Out of these, 6,661 were collected in
August 2019 and 26,982 were collected from March to September 2020. In all weekly

samples, the number of open positions is between 5,276 and §8,324.

Regarding our first hypothesis, we could observe a gradual reduction of the number of
open positions at the beginning of the pandemic. However, beginning with the first harsh
legislator reactions (time point 1), we can see an increase in open job positions. With the
relaxations of the restrictions (time point 3) this number arrived at a stable plateau with a
small downwards trend. Figure 9-2 shows this development over time. Next, Figure 9-3

shows only the newly opened job ads over time.
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Figure 9-2: Analysis of hypothesis H1: Open positions over time
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Figure 9-3: Analysis of hypothesis H1: Newly opened job advertisements over time

To test the other hypotheses H2-H8, we identified the frequency of job advertisement
features based on the described keyword lists. With regards to H2, we could identify 1896
job advertisements that prepared potential applicants for longer processing times and
mentioned the Covid-19 pandemic. As was to be expected, the corresponding relative

frequency has increased over the period of the pandemic (see Figure 9-4).
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|
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14.09
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H2: Longer processing times due to pandemic
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Figure 9-4: Analysis of hypothesis H2: Longer processing times due to pandemic

To further investigate on our hypothesis H2 we analysed the duration between initial job
posting and announced application deadline (e.g., ,,please send your application until
deadline®, Figure 9-5). This can give us insights whether public sector organisations
account for a potentially longer processing time and, thus, reduce the time for the

applicants to prepare their documents.
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Additional analyses to test hypothesis H2
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Figure 9-5: Additional analyses to test hypothesis H2

The average application period at time point 0 was 23 days. This application period is

reducing with the pandemic. Apparently, while some job openings now warn applicants

that processing times of their applications might be longer (see above), applicants are

expected to send their applications faster. Through this, organisations could ensure that

the total time between job opening and hiring does not change that much.

Regarding H3, we could observe that in in the original data set (time point 0), only 15.1%

of the positions mentioned WFH. This share increased significantly and comparably

steadily to 37.9% in time point 3 (see Figure 9-6).
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Figure 9-6: Analysis of hypothesis H3: WFH mentioned

We were able to identify only a few positions that were created specifically to deal with
the pandemic and that were not explicitly related to the health sector in terms of content
(ad H4). Most positions did not include texts such as ,,70 fight the ongoing coronavirus
pandemic, the city of x is looking for*. While the corresponding curve shows a maximum
during the height of the pandemic in Germany, the low proportion of jobs (less than 3%

of all jobs at maximum) allows for no real conclusions (see Figure 9-7).
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New positions explicitly due to pandemic
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Figure 9-7. Analysis of hypothesis H4: New positions explicitly due to pandemic

Building on this, we can see a significant increase in healthcare positions (ad HS5),

especially at the beginning. However, this number is normalising over time towards the

reference point in time 0 (see Figure 9-8).
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HS5: Additional Healthcare Positions
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Figure 9-8: Analysis of hypothesis H5: Additional healthcare positions

The development is clearer for IT positions (ad H6) with a significant increase from
30.19% to 40.14%. While in August 2019 3 out of 10 positions were IT positions, this
number increased to 5-6 out of 10 positions in time of the Corona crisis (see Figure 9-9).
It will become interesting whether the dip in the last observed week (calendar week 38)

is an outlier or the return to a pre-pandemic state.
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Hé6: Additional IT positions
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Figure 9-9: Analysis of hypothesis H6: Additional IT positions

A comparable increase can be seen with regards to IT operations positions. During the
pandemic, the German public sector is looking for more IT operations than IT change
positions. Compared with the prior-year period, the number of IT operations-based job
vacancies increased by more than 25% on average. However, over the course of the
pandemic, including the last calendar week 38 we looked at, there were no major
movements in job requirements. From calendar week 38 onwards, the number of IT

operations-based jobs on offer visibly declined (see Figure 9-10).
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H7: Higher share of IT operations positions
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Figure 9-10: Analysis of hypothesis H7: Higher share of IT operations positions

However, our analysis shows with regard to H8: Although the general share of job

advertisements with designated WFH opportunities increased comparatively strongly

during the observation period (H3), the share of job advertisements with designated WFH

technology focuses within the group of IT jobs decreased from 7.41% to 4.46% (see
Figure 9-11).
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HS: Higher share of IT positions with WFH-technology focus
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Figure 9-11: Analysis of hypothesis H8: Higher share of IT positions with WFH-technology focus

9.5 Discussion

9.5.1 Theoretical Contribution

Our results have several contributions to theory. Next to the description of the what (see
Section 9.4) we can reflect on our hypotheses (section 9.2) and, thus, give insights into
the why (Kar and Dwivedi 2020).

With regards to our first hypothesis, we do not observe a clear reduction of job openings
over the course of the pandemic. As such, H1 needs to be rejected. A potential reason can
be found in the stimulus packages the German federal government has issued (Jennen
2021). Moreover, issues of seasonality might exist which cannot fully be analysed with
the data set at hand.

In contrast to this, our data supports the second hypothesis. We observe a consequent
increase of the number of job advertisements mentioning longer processing time and, at
the same time, a significant decrease of the application deadlines mentioned. As such, we
can argue that public organisations try to accommodate for internal process inefficiencies

through more pressure on future applicants.
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Thirdly, we can indeed see that during the pandemic significantly more job openings
allow for WFH than before the pandemic. As such, we believe that the trend to work from

home that was observed in the private sector also holds true for the public sector.

Our data also supports the fourth hypothesis. There are some new positions that are
specifically opened to counter the effects of the pandemic. However, this number is on a

low level with about 70 open job postings per week.

Fifthly, our data indicates a significant increase of healthcare professionals needed by the
public sector. Apparently, to battle the health effects of the Covid-19 pandemic, German
public administrations hire significantly more healthcare professionals than before the

pandemic.

With regards to our sixth hypotheses, the data indicates support, too. The share of IT
professionals among all positions rose significantly. The digitalisation trend that could be

observed in the private sector [16] also holds true for the public sector.

Moreover, our data also supports H7. Public organisations hire significantly more IT
support and maintenance professionals than before the pandemic. Apparently, while
digitalisation was fuelled due to the Covid-19 pandemic, this includes the increasing use

of existing solution even more.

Lastly, our eight hypothesis needs to be rejected. Although we could show that more
positions now allow WFH, corresponding IT jobs are not in higher demand than before

the crisis.

A tabular overview of a verification and falsification of our hypotheses can be found in
Table 9-3.
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Table 9-3: Overview of hypothesis and verification/falsification

# Hypotheses Results

H1 The total number of job openings will be reduced over the course of | Rejected
the pandemic

H2 The pandemic is explicitly mentioned to account for longer Not rejected
processing times during the crisis

H3 During the pandemic, positions allowing for home office and/or Not rejected
mention working-from-home (WFH) technology will increase

H4 New positions to specifically react on the pandemic will be created | Not rejected
during the pandemic

HS5 Especially at the start of the pandemic, recruitment for healthcare Not rejected
professionals will increase

H6 The share of new [T/digitalisation positions among all positions will | Not rejected
rise during the pandemic

H7 Especially at the beginning of the pandemic, public organisations Not rejected
will focus their IT professionals recruiting on support and
maintenance of IT

H8 Considering H3, the positions that allow home office and/or Rejected
mention working-from-home (WFH) technology will increase
particularly strongly within the group of IT jobs

Prior research has indicated that organisational routines need to change due to the Covid-
19 pandemic (Borghoff and Plattfaut 2021). Our results support this notion and indicate
that, on the one hand, organisations now change their hiring strategies and, on the other
hand, the corresponding hiring processes take longer than before. As such, we contribute
a better theoretical understanding of the impact of the pandemic on public sector
organisations. Whether this impact also holds for other types of exogenous shocks is up

to future research (see also Section 9.5.4).

9.5.2  Practical Implications

The results of this study also have implications for practitioners. With regards to
applicants, our results indicate that especially healthcare and IT professionals can make
use of an increasing demand and, as such, rising market values. Moreover, applicants can
also more likely demand to have options to work from home. With regards to public sector
decision makers, our results indicate that the competition for qualified IT professionals is
higher than before. As our literature review showed, private sector organisations
increasingly invest into digitalisation during the Covid-19 pandemic. Our results support
the same picture for the public sector. As such, public sector decision makers should find

the right value for their current and future IT professionals.



210 Part B

9.5.3 Limitations

Our findings are limited to the German public sector job market and its accessible data.
For comparison we rely on a snapshot from August 2019. While we are unaware of any
special developments in this specific month/week, it could nevertheless be influenced by
such environmental factors. Due to the shortness of the time series used, we cannot
completely exclude the possibility that we contain, at least in part, seasonal components.
Accordingly, we must assume the risk that there is, in part, a structure in the time series
that repeats itself seasonally. Specifically, for the case of labour markets, we know that
there is often an annual pattern in the frequency distribution of the data, such as the
decrease and increase in the unemployment rate between summer and winter months
(Policy Department for Economic, Scientific and Quality of Life Policies 2020; Rinne
and Schneider 2019). We therefore cannot yet completely exclude such seasonal effects

from our analyses.

It would be useful to continue the study presented here over the course of the pandemic
to obtain a more reliable picture of the postulated needs of the public sector and to track
their evolution over time. In our data analysis, job advertisements were used to identify
needs, skills and competencies sought, and frameworks offered. We hypothesise that job
advertisements from the domain-exclusive database presented here will act as a reliable
source of human capital needs in the public sector and provide us with insights into the
existing labour market situation and the skill requirements needed. The limitation,
however, is that examining job advertisements in general may not always reflect the true
requirements of an employer. Employers may require more skills than can reasonably be
expected of a candidate or use additional non-specialised vocabulary to phrase job
advertisements in a way that is attractive to the broadest possible group of candidates
(Gardiner et al. 2018). Such biases are present in our data, but we believe that the number
of job ads we examined should be sufficient to minimise the bias’s effect (de Mauro et al.
2018). Processing such a broad, quantifiable data source as used in this study gives our
chosen approach an advantage over other research methods, such as interviews, because
it reduces the risk of bias from specific contextual backgrounds (Batra et al. 2021;
Chintalapudi et al. 2021; Debortoli et al. 2014). Our results are further limited to the
German public sector labour market, as we cannot properly map multilingual sources with
the chosen methods of analysis. Our study is inductive and exploratory; future
confirmatory research (e.g., surveys) is therefore necessary to test and refine our findings
(Chintalapudi et al. 2021; Kobayashi et al. 2018).
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9.5.4  Future Research

Future research could focus on similar data from other countries, e.g., India, the U.S., and
Australia using similar public sector job platforms. Moreover, future research could also
try to assess the effect of the described developments on public sector performance. We
are so far only able to report on open positions and their properties. It would be interesting
to see in how far IT recruiting strategies influence service provision and satisfaction
during the pandemic. Furthermore, when we submitted this article, the pandemic
unfortunately was not over. Therefore, further effects could be observed and the effects
of the pandemic could include several phases. Another field of interest could be the long-
term effects even years after the pandemic. Lastly, future research could investigate the
effects of other exogenous shocks on public sector job markets. It could be safe to assume
that the effect on demand of healthcare professionals is only high in case of healthcare
crises. However, especially the effects on demand for IT professionals appear to be worth

studying.

9.6 Conclusion

In this research project we analyse public sector job profiles from the Interamt platform
before and during the Covid-19 crisis. We are able to show the development of job
profiles over time. Our results indicate a reaction of the public sector on the crisis. First,
the results indicate an increased planning uncertainty. We could observe that increasing
number of job postings (while on a low level) prepare applicants for longer processing
times. However, in general, the time between job posting and application deadline was
significantly shorter than before the crisis (with the exception at the height of crisis at
time point 2). One reason could be the increased urgency to occupy a position. Second,
results also indicate that the importance of WFH has increased in advertisements for jobs.
Moreover, as expected, the job profiles examined here do show a significant increase in
IT-operations-oriented skills. Apparently, IT occupations that are primarily concerned
with network infrastructure, operational security, and service availability have
experienced a significant increase in the crisis. Regarding IT operations, there seems to
be a need for an increased number of employees at present, potentially due to the current
high level of utilisation of IT systems and the fact that many employees work from home.
Job advertisements with a healthcare background also grew less strongly than expected.
While they were very high especially at the beginning, they are now more and more
normalising towards the pre-pandemic level. A reason for this may be that most
healthcare professionals are not employed by public sector organisations per se, but are
self-employed (e.g., medical doctors) or employed by privately owned and operated

hospitals or nursing homes.
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10 Digitalisation in the Public Sector: A Job Mining Perspective
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Digitalisation in the public sector:
A job mining perspective
Abstract

The digital revolution will significantly transform organisations, their strategies,
processes and needed competencies. As the central German provider for e-recruiting in
the public sector, the online job portal Interamt provides a unique database that
documents the current personnel requirements of public institutions. We summarise a
snapshot of current digitalisation-related recruitment in Germany by applying text mining
algorithms and statistical analyses to 800 web-crawled job postings. Our results show that
public institutions are not recruiting next-generation IT experts but rather focus on
current, more modest digitalisation steps. We recommend directions for further research

and job market analyses.

10.1 Introduction

Public sector operations are massively challenged by the digitalisation. New products and
services have to be developed and new expectations from citizens and organisations arise
(Dunleavy et al. 2006). The management of change and transformation are of major
importance, including process management and technological innovation (Benner and
Tushman 2003). Many jobs through all industries will be significantly transformed or
replaced by digital technologies soon. Frey and Osborne (2017) did not specifically focus
on the public sector, but summarise for the overall economy that 47% of all jobs in the
USA could be replaced by intelligent robots or software in the next 10 to 20 years. This
development is also rapidly increasing the demand for highly qualified work. But there
are also many chances connected to digitalisation. In the past years, especially
organisations with in IT-intensive or highly competitive industries could benefit from the
adoption of big data and analytics (Miiller et al. 2018) as major elements of digitalisation.
Digitalisation in the public sector is not only about performance and efficiency. Customer
requirements and ways of contact between the citizens/customers and public institutions

are also significantly changing (Lindgren et al. 2019).

Most of previous research focuses on the potential of digitalisation and on describing the
future. We are taking a closer look on the current situation. The term digitalisation and its
idea grew in the last decade (Dunleavy et al. 2006). We are taking a job market
perspective to summarise current digitalisation trends and answer the following research

question:

Which conclusions can be drawn from analysing currently advertised positions in

German public sector institutions regarding their digitalisation efforts?
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While parts of this article include topics from information systems research, it also
contributes to the domain of public service operations management, which is a rather
underrepresented research field (Radnor et al. 2016). Text mining as a method for big
data analysis also represents an innovative and growing method for operations
management research (Cohen 2018; Guha and Kumar 2018). We present the first large-
scale analysis of public sector digitalisation jobs in Germany and thereby follow the
literature about the resource-based view on organisations and their operations strategy
(Coates and McDermott 2002; Paiva et al. 2008). We are building theory about the current
personnel management of public organisations and their digital transformation strategies
and contribute to current developments of evolving operations research in the era of big
data (Feng and Shanthikumar 2018).

10.2 Research Background

In public discussions nowadays, digitalisation could be replaced by the term digital
revolution, comprising all aspects of transforming life and work into a more digital

environment. In the academic literature, Legner et al. (2017) define it as follows:

»While digitisation puts emphasis on digital technologies, the term digitalisation has been
coined to describe the manifold sociotechnical phenomena and processes of adopting and

using these technologies in broader individual, organisational, and societal contexts.*

Researchers use various search terms when looking for digitalisation topics. Buer et al.
(2018) selected terms like ,,industry 4.0%, ,,smart factory®, ,,cyber physical system*, ,,big
data‘. Most of these terms have a manufacturing context and will not be equally useful

in the context of public administration.

The analysis of competencies related to information technology (IT) has a long history
(Bassellier et al. 2001; Murawski and Bick 2017; Todd et al. 1995). To use text mining
technology though, has only been popular (and technically easier) for the last ten years.
In the field of technology and processes, some job mining articles already analysed
profiles. Miiller et al. (2016) created competency profiles for business process
management professionals and Kregel et al. (2019) for lean professionals. Examples for
IT-related analyses are the comparison of business intelligence skills with big data skills
(Debortoli et al. 2014) and the analysis of digital competencies in lean-related job profiles
(Kregel and Ogonek 2018). As the public sector is known to be text-intensive, research

about text mining in this domain is particularly recommended (Hollibaugh 2019).

Due to the sharp increase of available online data in recent years, the task of extracting

the most relevant information has become a novel and evolving process. As a result of
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this data push, job portals and websites that are very domain-specific, have experienced
an increase in scope, quality, and performance. Their advantage for both jobseekers and
employers is the concentration of domain-specific jobs. Given the increasing relevance
of the topic of digitalisation and respective skill shortages in public sector institutions,
these data collections provide a great opportunity to study current digitalisation-related

recruiting.

10.3 Research Process and Methodology

We crawled and analysed job advertisements from the website Interamt, which claims to
be the largest job exchange platform for German public services. About 50,000 ads per
year come from federal, state or local level institutions. Typical job providers are

ministries, state offices, city governments and associations.

We used a Robotic Process Automation (RPA) software bot to crawl the website
frequently for several months to receive all job ads matching the search term digi*. These
search results therefore include words like digital, digitise, and digitalisation in various
meanings and contexts. We did not use classical web crawling, as the Interamt website
used internal frames and did not provide an individual page address for each job posting.
The RPA bot was developed to simulate human access to the websites to avoid being
locked out by technical bot detection functionalities. The website’s structure and source
code significantly changed several times during the data collection period so that we

needed to reconfigure the bot accordingly.

The collection of the raw job posting data was followed by several data processing steps
as well as qualitative research workshops where we discussed, categorised and clustered
data properties. The following Figure 10-1 summarises the elements of our research
process and is divided into the job analytics flow addressing the data processing, and the
researcher workshop flow representing the researchers’ influence on the data analysis and

the respective results.

The research workshops were used to set goals and steer the quantitative job analysis.
First, the crawled jobs in a raw form were sighted to discuss the general data base and
identify typical reoccurring contents. We decided to form four main job categories for a
coding of all crawled postings. More details are given in the results section. At the end of
the job analytics flow, the researchers again had to sight the processed data especially for
the topic modelling to discuss and summarise the main findings of the data-driven

research steps.
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Figure 10-1: Research process and methodology

The pre-processing of the raw data builds the typical first step of a big data analysis. Here,
the categorisation, cleansing and allocation of the individual job advertisements of the
data set is a necessary condition for effective use of our data-driven research approach.
Using raw and unedited job ads for modelling could lead to incorrect results. In our
research process, an analysis was required to extract structured information from partially
structured or unstructured job advertisements. This included the correction of missing
values, job advertisement normalisation, and discretisation, and text pre-processing to

remove and replace embedded characters that may affect the analysis content.

The elimination of irrelevant stop words also took place in the pre-processing step. We
aimed on reducing text corpus of terms that occur frequently but are not adding to the
informative value. In the German job advertisements, these are mainly articles, pronouns
and some adjectives. For this processing step we created an extensive stop word list
containing 897 terms, covering about 40-50% of the total text content.

During a research workshop, we decided to manually categorise all job ads into four
disjunct groups. The allocation was executed manually by assistants following a written
set of rules. All job information was transformed into the following elements: Job ID,
check for duplicates, check for relevance, job posting organisation, job tasks, job
requirements, ,,nice to have* requirements, job title, minimum pay scale group, maximum

pay scale group.

We also applied categorisation algorithms. In our research design, we considered the k-

nearest neighbours algorithm and Naive-Bayes, which have been intensively discussed in
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the literature (Islam et al. 2007; Smith et al. 2002). Both variants were examined for their
suitability for job classification. The probabilistic classifiers summarise terms of the same
frequency, since otherwise inquiries deliver only general results. Due to the summary, the
classifier has an average frequency of occurrence and can therefore be regarded as a
suitable attribute for the individual class descriptions. In order to use frequently occurring
terms for classification, compound terms consisting of several individual terms are
formed. This makes them more specific and produces better results. If the words are
evenly distributed across the job advertisements, it can be concluded that very frequently
occurring words are not suitable for classifying job assignments. This is because they
appear in almost every job assignment, making it impossible to distinguish between them.
At the same time, some words occur so rarely that they are not certified to be separable.
Following these considerations, only words that occur with medium frequency are left for
classification. Especially challenging for the classification of job advertisements is to find

the correct threshold values for differentiation.

Job similarities were the object of investigation in our next step. We used the clustering
of job advertisements to quickly find similar ads and a macrostructure for our job
collection. We also used this to detect possible duplicates. In contrast to the previous
classification, clustering does not use a predefined set of terms or taxonomies used to
group job ads. Instead, groups are created based on job characteristics that are found in
the set of documents. We applied hierarchical clustering techniques, which clustering
groups of job ads according to a similarity measure in a tree structure. Instead of finding
only one cluster that best matches a job advertisement, hierarchical cluster algorithms
group the job advertisement iteratively into larger clusters. At the beginning, each job ad
is arranged in its own cluster, which represents a leaf in a cluster tree. In the next step,
two clusters that are as similar as possible are combined. This process continues until all

small clusters are finally assigned to a single large cluster of all job advertisements.

Our next step was fopic modelling, a method with rising popularity in research in the last
years (Schmiedel et al. 2019). Topic modelling describes a group of statistical procedures
which allow conclusions to be drawn about the thematic structure of the individual job
advertisement in the collection of advertisements. Algorithms also determine the thematic
relevance of the respective job advertisements. In contrast to keyword tools, the topic
modelling used does not only reveal keywords and topics that appear in the job
advertisements. Rather, it shows us the semantic relevance and context of words and
phrases. In this step, we apply the Latent Dirichlet Allocation (LDA) topic modelling
technique (Blei et al. 2003) to domain-centred job data along with other feature
engineering methods to define characteristics of a job posting and a requested job profile.

We chose the LDA algorithm, because it can generate higher-dimensional topics than
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other common algorithms (Masada et al. 2008). The algorithm is based on a repeated
random selection of text segments, each of which captures the statistical clustering of
word groups within these segments. The algorithm thus calculates the topics of the text
collection, the topic portions in the individual texts and which words belong to the
respective topics. Our design is natural language controlled, enriched with n-grams and
latent topics as features. Several techniques such as latent semantic indexing, natural

language processing, and semantic matching are performed on the job data.

The similarity value is then calculated and further normalised by min-max
transformations. In this way, a similarity matrix is obtained, which determines the
proximity of a digit* display to a range of values. The system of job capture and
processing mentioned in this paper is therefore inspired by the necessity to use text mining
algorithms to explore different needs for personnel within the public administration - by
means of job advertisements - through a constructive mechanism on their relevant content
contribution to the concept of digitalisation. This not only enables accurate and relevant

information filtering, but also reduces time and human effort throughout the process.

10.4 Results

After a first pre-processing and duplicate removal, we could analyse 800 job ads crawled
by the RPA bot from the Interamt website. More than half of them (432) describe jobs
far away from shaping digitalisation activities. Instead, those ads only use digi* randomly
for describing secondary information technology (IT) aspects of current jobs. Examples
for those hits are sentences like: ,,combine classical marketing activities with digital
marketing activities®, ,.file management of the audit office is completely digitalised,
experience in Word and Excel is required, and ,the ability to meet the requirements of
modern digitalisation, e.g. become acquainted with new IT systems®. In some cases, the
term only described application processing or similar side aspects: ,,Please note that your

application will be digitised for internal processing*.

The content analysis of the remaining hits resulted in three major job categories. Ads
could be categorised as addressing IT specialists, IT generalists, and project managers
without specific IT skills. A qualitative manual analysis of the job ads showed that IT
specialists typically create and implement digitalisation concepts and advise managers
and employee regarding new technologies. IT generalists have a stronger focus on
maintaining IT infrastructure and systems and to assist employees with digitalisation-
related requests. The category of project managers without specific IT skills is needed for

the general management of digital transformation, change, and process improvement.
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Since we described our method and research path to our findings in the last section in
detail, we will focus on five modelled topics identified by the introduced algorithms. The

originally German data tables have been translated into English for this article.

The first modelled topic summarises terms related to flexible time management and home
office (see Table 10-2). The effects of digitalisation on work organisation are inconsistent
and sometimes contradictory in our data. Overall, it is becoming apparent that
digitalisation within the public administration is leading to a disentanglement, more
flexible and decentral of work. This results in new demands on the communication,
cooperation and management of employees. A distinction can be made between internal
and external work flexibility. External flexibility is reflected in the creation of jobs
outside full-time work for an indefinite period. This includes fixed-term employment
contracts (52.70% of all cases) and various forms of part-time work (87.41%). This type
of internal project economy is most common in the areas of general local government,
construction and housing, transport and economic development. This change has an
impact on the qualification requirements, the function-related task structures and
activities of the employees as well as the organisation of work, on the one hand as a
structuring of tasks and activities based on the division of labour in horizontal and

hierarchical terms.

Table 10-2: Modelled topic ,,Flexible Time Management / Home Office*

TOPIC: Flexible Time Management / Home Office

ORDER: 11 COHERENCE: 0.984 FREQ: 1455

KEYWORDS: Home office; teleworking place; teleworking; teleworking; free; teleworking;
work environment; flexible; personal responsibility; motivation; alternating teleworking;
flexible work environment; free time management; alternating teleworking; flexible work

environment; free time management;

The future and performance of the public administration therefore do not necessarily
require specific expertise. This is because the core competencies of many classic
administrative professions are shifting more and more into breadth in the future and are
also becoming detached from the classic job profiles. For example, the job advertisements
very often demand considerable new- and further- qualification affinity. As the changes
in job profiles are assumed to increase in the future, a continuous professional

development gains importance (see Table 10-3).
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Table 10-3: Modelled topic ,,Professional Development*

TOPIC: Professional Development

ORDER: 24 COHERENCE: 0.286 FREQ: 198

KEYWORDS: Professional development; diverse; possibilities; corresponding; participation;
corresponding professional development; individual support with your wish; participation in
internal professional development; diverse possibilities for professional development;

readiness for professional development;

The next modelled topic has a high overlap with the previous topic. Not only technical
skills are listed in the job ads, also human abilities are formulated clearly. The ability to
guide and coordinate, critical thinking and persuasiveness are just as much in demand as
communication skills at various hierarchical levels, resilience, flexibility, problem-
solving skills and emotional intelligence. We summarise this topic with ,,initiative (Table

10-4), as independency and autonomy of employees are highlighted.

Table 10-4: Modelled topic ,,Initiative“

TOPIC: Initiative

ORDER: 40 COHERENCE: 0.297 FREQ: 673

KEYWORDS: Way of working; personal initiative; high personal resilience; capacity for
teamwork; service orientation; distinct; independent; autonomous; independent action;
structured; cooperation; commitment; high measurement; high measurement of ownership;
ownership responsibility; high load capability; independent method of working; high
application; high commitment; high measurement of responsibility; high measurement of self-
responsibility; high measurement of owner initiative; owner responsibility of work; high
strength; self-responsibility; high responsibility; high commitment; high measurement of

responsibility; self-responsibility and own responsibility;

Communication skills are a standard element in many job ads of different sectors. In the
analysed set of digi* jobs though, a focus lies on virtual communication (Table 10-5).

Communication and collaboration systems are a classical element of information systems
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research for many years and it is not surprise, that they also form a key element of
digitalisation-related recruiting. Requirements amongst others list cooperation,

leadership, virtual teams, and teamwork as important terms of this topic.

Table 10-5: Modelled topic ,,Virtual Communication*

TOPIC: Virtual Communication

ORDER: 13 COHERENCE: 0.458 FREQ: 783

KEYWORDS: Virtual; contact; personal; cooperation; communication skills; analytical;
teams; information; leadership; conceptual; internal; application; communication; team; skills;
communication skills; collaboration; ability; teamwork; analytical skills; conceptual skills;
analytical and conceptual skills; analytical skills as well as communication skills; application
of internal platforms; functioning virtual communication; ability to communicate clearly;
leadership in virtual teams; colleagues information; contact and communication technology;
contact and communication live communication; personal communication; text-based
communication tools; virtual teamwork; virtual collaboration; virtual collaboration and
communication; virtual teams; collaboration and communication; pronounced analytical;
teamwork; pronounced analytical and conceptual skills; cooperation with different

stakeholders; organisational and analytical skills;

Before starting the data processing and statistical analyses, we discussed which
technologies we expected to find in the data. In a literature review about digital
technologies affecting the public sector, we identified the following developments
amongst others: Artificial intelligence and machine learning specialists (Nam and Pardo
2011), big data and process automation experts (Kim et al. 2014), user experience and
human-machine interaction designers, (Gil-Garcia et al. 2014), information security
analysts, robotics engineers and blockchain specialists (Swan 2015). Our evaluation
indicates that there is still no significant demand for many completely new specialist
roles. However, employers underscore the importance of skills to understand and analyse
problems (Table 10-6). Combined with professional development (Table 10-3), this

brings the opportunity to develop specialised knowledge after the recruitment.
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Table 10-6: Modelled topic ,,Understand Complex Issues*

TOPIC: Understand Complex Issues

ORDER: 14 COHERENCE: 0.212 FREQ: 218

KEYWORDS: Issues; complex; ability; complex; familiarise; complex issues; grasp quickly;
analytical skills; conceptual skills; analytical and conceptual skills; virtual teams; analytical

skills as well as;

10.5 Discussion and Conclusion

According to our analysis, the public administrative culture faces major challenges. The
concept of digitalisation is determined above all by the closely interwoven IT investment
decisions of the public sector, the amount of available information, the dynamic
development of policy fields and technological change. The digitisation requirements of
the administration are developing at a rapid pace, making flexibility and lifelong learning
the most important factors for its modernisation. Derived from the job advertisements,
the personnel policy of the public administration formulates the requirements in this

context as efficient processes, networked procedures and proactive behaviour.

Thus, workflows and standards do not change visibly. New IT procedures are taken into
account, also in order to make work easier in the future. This not only serves the
employees, but also leads to a high communication orientation to external parties. The
use of IT procedures, in turn, is intended to influence quantitative and qualitative job
planning in many areas through faster and cross-departmental processes. The new
employees should support and implement these changes and should therefore be able to
implement the new requirements in a targeted manner, usually in a project context. At the
same time, it is clear that personnel should participate in and contribute to change. To this
end, particularly the intensified personnel development was identified. It includes
continuing education, training, supervision and coaching. But there is also a clear need to
create an open administrative culture in which staff are encouraged to get involved as

their engagement and commitment is wanted and needed.

At the same time, most of the ads can be summarised showing a trend for supporting and
accompanying digitalisation. However, the majority of postings does not describe a very
concrete or pioneering role or mindset. It could be the case, that the most innovative
impulses and changes are given in Germany by expert groups and central agencies. Most

of the analysed institutions seem to follow trends, role models / pilot institutions, or
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simply laws and regulations. In summary, our results leave two major ways for
interpretation. The data analysis shows that German public sector institutions either do
not actively plan far ahead and do not seem to have a clear vision and strategy for
digitalisation-related recruiting. Or they intentionally recruit for a short-term vision and
are in an early stage of digitalisation where the identified key developments are known

but more modest steps must be taken first.

10.6 Limitations and Further Research

Our research of course has its limitations. We only interpreted a snapshot of job postings
between November 2018 and March 2019 from one single platform representing public
sector jobs in Germany. Also, text mining methods would be more effective, if much
more data would be available. Furthermore, more detailed job profiles are possible, if the
data set would be more homogenous. These limitations leave a lot of space for future

research.

The method and its details leave many possibilities for modifications in the future.
Although knowledge discovery was applied quite early in the history of computer science,
text mining has received a boost in the era of social networks and employment websites.
Job Mining has thus become a central field of research. While studying the related
literature, the research challenges such as information overload, correct model choosing
to represent the found knowledge, content economy, use of RPA technology, etc.
represent an innovation for job mining. As a result of these new developments, topic
modelling algorithms were the most interesting research area and especially all

application areas led to a mixture of classical data mining and topic modelling algorithms.

No research branch is currently working in this area of public administration with content-
based analysis on such data stock. But there is potential for further improvement through
machine learning and natural language processing techniques. Kobayashi et al. (2018)
suggested LDA as the best decision to use topic modelling, especially when exploring
larger text collections in the areas of employee satisfaction, performance motivation,
leadership and communication quality, and their interrelationships and possible
adjustments. The non-parametric machine learning algorithms proposed by (Rosa and
Ebecken 2003) essentially use genetic algorithms in combination with a k-nearest
neighbours approach in the context of the assignment of text content. Gonzélez-Briones
et al. (2019) and some years before Lu et al. (2013) proposed a case-based and agency-
based recommendation system for job seekers and recruiters. It uses a hybrid approach

that combines content-based recommendations and machine learning for natural language
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processing approaches to improve result accurac